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SYLLABUS
Machine Learning (AL3451)

UNIT I INTRODUCTION TO MACHINE LEARNING

Review of Linear Algebra for machine learning: Introduction and motivation for machine
leamung; Examples of machine learning applications, Vapnik-Chervenenkis (V)
dimension, Probably Approximately Correct (PAC) learning, Hypothesis spaces, inductive
bias, Generalization, Bias variance trade-off. (Chapter - 1)

UNIT 11 SUPERVISED LEARNING

Linear Regression Models : Least squares, single & multiple variables, Bayesian linear
regression, gradient descent, Linear Classification Models : Discriminant function -
Perceptron algorithm, Probabilistic discriminative model - Logistic regression, Probabilistic
generative model - Naive Bayes, Maximum margin classifier - Support vector machine,
Decision Tree, Random Forests {Chapter - 2) '

UNITIII ENSEMBLE TECHNIQUES AND UNSUPERVISED LEARNING

Combining multiple learners : Model combination schemes, Voting, Ensemble Learning -
bagging. boosting, stacking, Unsupervised tearning © K-means. Instance Based Learning ;
KNN, Gaussian mixture models and Expectation maximization. (C hapter - 3)

UNITIV  NEURAL NETWORKS

Multlayer perceptron, activation functions, network f aming - gradient descent optimization
- stochastic gradient descent, error backpiopagation, from shallow networks to deep
networks - Unit saturation (aka the vanishing gradient problem) - ReLU, hyperparameter
tuning, batch normalization. regularization, dropout. (Chapter - 4)

UNIT V DESIGN AND ANALYSIS OF MACHINE LEARNING

EXPERIMENTS
Guidelines for machine learning experiments, Cross Validation (CV) and resampling - K-
fold CV, bootstrapping, measuring classifier performance, assessing a single classification

algorithm and comparing two classification algorithms - t test, McNemar’s test, K-fold CV
paired t test. (Chapter - §)
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KRN Review of Linear Algebra for Machine Learning

o Linear algebra is the study of linear combinations. It is the study of vector spaces,
lines and planes, and some mappings that are required to perform the linear
transformations. It includes vectors, matrices and linear functions. It is the study
of linear sets of equations and its transformation properties,

¢ Linear algebra is the study of vectors and linear functions. Linear algebra is about
linear combinations. That is, using arithmetic on columns of numbers called
vectors and arrays of numbers called matrices, to create new columns and arrays
of numbers.

* Linear algebra is the study of lines and planes, vector spaces and mappings that
are required for linear transforms.

* The general linear equation is represented as,

21X] + AxXp.eiin.nn, tax, = b
where ,
a = Represents the coefficients
x = Represents the unknowns

b = Represents the constant

 Formally, a vector space is a set of vectors which is closed under addition and
multiplication by real numbers. A subspace is a subset of a vector space which is a
vector space itself, e.g. the plane z = 0 is a subspace of R>

o If all vectors in a vector qpace may be expressed as linear combinations of Vi Vi
then vy,..., vy span the space.

* A basis is a set of linearly independent vectors which span the space. The
dimension of a space is the # of "degrees of freedom" of the space; it is the
number of vectors in any basis for the space,

* A basis is a maximal set of linearly independent vectors and a minimal set of
spanning vectors.

* Two vectors are orthogonal if their dot product is 0. An orthogonal basis consists

of orthogonal vectors. An orthonormal basis consists of orthogonal vectors of unit

length.
* Functions of several variables are often presented in one line such as,
f(x, y) = 3x+ 3y ‘

¢ Vector Addition : Numbers -+ Both 3 and 5 are numbers and s0 is 3 + 5

TECHNICAL PUBLICATJ'ONS® - an up-thrust for knowledge s
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1) i

1+ 1 1 = 7
(0 J 1 1

e Polynomials : If p(x) = 1+x=2x%+3x° and q(x) = x+3x* -—3x +x* then their sum

pg + qix) is the new polynomial 14+ 2x+ %% +x¥

3-vectors

1 1 1 1
¢ Power series : If f(x) = 1+x+~§_—!x +§—x3+ and g(x) = 1~1~x+2[ x2 -—§><3+ then

1 | 1 N .
fix) + g(x) = 1+§—|x g ® 4., is also a power series.

¢ Functions : If f{(x) = e* and g(x) = ™ then their sum f(x} + g(x) is the new
function 2 cosh x. '

EERE Transposes and Inner Products (({D{' (PTO dact )

¢ A collection of variables may be treated as a single entity by writing them as a
vector. For example, the three variables xq, x; and x5 may be written as the vector

8-
|

» Vectors can be written as column vectors where the variables go down the page or
as row vectors where the variables go across the page.

¢ To turn a column vector into a row vector we use the transpose operator
XT =[X1,X3,X]

* The transpose operator also turns row vectors into column vectors. We now define

the inner product of two vectors
=
¥l
xy = Ixy,x,x3) ya |
\J

X1¥1TXo¥2 ¥X3V3
3

in}’i

i=1

which is seen to be a scalar. The outer product of two vectors produces a matrix

X1
T = [y1,¥2. 73l
Xy X2 4 1¥1,-¥2.¥3

x3

TECHNICAL FUBLICA TJONS® - an up-thrust for knowledge
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X1¥1 X1¥Yz X1¥3
SRS el a7
S g ey e

o An N x M matrix has N rows and M columns. The i entry of a matrix is the

entry on the j column of the i row. Given a matrix A, the i entry is written
as Aj. When applying the transpose operator to a matrix the i row becomes the
ith column. That is, if

(2 ap ag

A = ay apn apxp

ST

Then

aiy az as
il
A = lap axpy axp

dy3 a3 a3z

* A matrix is symmetric if A = A ;. Another way to say this is that, for symmetric

matrices, A = A T,

¢ Two matrices can be multiplied if the number of columns in the first matrix
equals the number of rows in the second.

¢ Multiplying A, an N x M matrix, by B, an M x K matrix, results in C, an N x K
matrix. The ijﬂ‘ entry in C is the inner product between the i™ row in A and the

i column in B.

e Example :

2 3 4
5 6 7

Given two matrices A and B we note that

34 39 4 15
“lea 75 87 30

TECHNICAL PUBLICA TIONS® - an up-thrust for knowledge
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Solution : Here the matrix C will also be 2 x 2, with

3 -1 [s} =18+ (-7) =11,

€ =
4
cp o= B -1 ,|=12+2=14
6
1 = [-2 5], [=-12+35=23
4
ep = [-2 5} ,|=-8+(10)=-18
C = <11 C12]= 11 14‘1
Ca1 C22_1 23 '_18_1

| Outer Product

e In linear algebra, the outer product of two coordinate vectors is a matrix. If the
two vectors have dimensions n and m, then their outer product is an n x m
matrix.

®» More generally, given two tensors (multidimensional arrays of numbers), their
outer product is a tensor. The outer product of tensors is also referred to as their
tensor product and can be used to define the tensor algebra.

¢ The outer product contrasts with :
a) The dot product, which takes a pair of coordinate vectors as mmput and

produces "a scalar.
b) The Kronecker product, which takes a pair of matrices as input and produces a
~ block matrix. '

¢ let A and B be m x n and n x p matrices respectively. The product C = AB is the

matzrix

C = a,1Bp +a.9By +aaBs +...+2,, B,

That is, C is the m x p matrix given by the sum of all the m x p outer product
matrices obtained from multiplying each column of A times the corresponding
row of B.

Properties of an outer product :
1. The result of an outer product is m x n rectangular matrix.

2. The outer product is not commutative. That is, u® v # v ® u

TECHNICAL PUBLICA TIONS® - an up-thrust for knowledge
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3. Multiply the second vector v with the resultant product w = u ® v gives a vector

of the first factor u scaled by the square norm of the second factor v. That is,

wyv = uvlv=ufy|?
For the matrices 4 = _ijﬂ“[ J ot
i [ e R -2 5 % =2
. Find C = AB by outer product method

Solution :

3 -1
C = a, By +auBy =[_2} [6 4]+[ 5] B &2
T8 121 [-7 2
-12 -g|Tlas —19

11 14
23 18

m Inverse

. Given a matrix X its inverse X! is defined by the properties

X7IX =1

if

xx -1 I

~where I is the identity matrix. The inverse of a diagonal matrix with entries dy s

another diagonal matrix with entries 1/d ;. This satisfies the definition of an inverse,
4 0 0lliya 0o o 1 0 0
0 10/|0 1 0/=1010
006/ |0 0 16 001

* If X has no inverse, we say X is singular or non-invertible.

Properties of the Inverse :

L If A is a square matrix and B is the inverse of A, then A is the inverse of B, since

AB =1=BA. So we have the identity (A1) = A.

2. Notice that B'AAB =B B = I = ABB1A "L 5o (AB)™! = B~1a -1

TECHNICAL PUBLICA TIONS® - an up-thtust for knowledge
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o The eigen vectors x and eigen values X of a matrix A satisfy — Ax = Ax.

e If A is an n x n matrix, then x is an n x 1 vector and A is a constant. The equation
can be rewritten as (A - Al) x = 0, where I is the n X n identity matrix.

¢ Since x is required to be nonzero, the eigen values must satisfy det(A - A) = 0,
which is called the characteristic equation.

o Solving it for values of A gives the eigen values of matrix A.

» When AX = AX for some X # 0, we call such an X an eigen vector of the matrix A,
The eigen vectors of A are associated to an eigen value. Hence, if Xy is an eigen
value of A and AX = A X, we can label this eigen vector as X ;. Note again that in
order to be an eigen vector, X must be nonzero.

* There is also a geometric significance to eigen vectors. When you have a nonzero
vector which, when multiplied by a matrix results in ancther vector which is
parallel to the first or equal to 0, this vector is called an eigen vector of the matrix.
This is the meaning when the vectors are in " .

Find ull eigen walues and their sigen space for

1¢
-

Solution :

A-Al

B S AR
[ a1
P

The characteristic equation is

det (A-AD) = (3-M(=A) - (- =20
WE-3h+2 = 0
(h-D(A-2) = ©

We find eigen values
}L] = 1, }\2 =2

We next find eigen vectors associated with each eigen value. For A = 1, '
5—A?»I‘—3—1—2 xi| [2 -2lix
pl S U P R O b PR |

TECHNICAL PUBL!CAT.'ONS® - an up-thrust for knowledge
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Y G e = o i, r ¥ i
F:...-:rn;_nrl 1.1.4 i ‘3: ?$ s i G
. TT i
- 2

L Gﬁmﬁ:_ﬁfamq}mw&@ﬁrvﬂ-

i S aa v el i i;

o “3

Wiy 9@@ w@% ﬁﬁk . e . - i

E&ﬂmwﬂa cigen space, - o
Solution : |
4-2 -1 6 2 -1 6 2
A-2] = 2 1-2 6 |={2 -1 6(->|0 0O
2 -1 8-2 2 -1 6 0 0
Therefore, (A —2D)% = 0 becomes

2X1—X2 +6X3 = 0 or X2 =2X1+6X3, I

where we select x; and x5 as free variables only to avoid fractions. Solution set in

|
parametric form is

X1 X 1 0
X = | Xy [=12x) +6x3 = x| 2 [+x3 6
X3 X3 0 1

A basis for the eigen space :

1 0
up = 2 and ;=6
0 1
B T o) G T b
Ex 1 Ffﬂﬂ WM% o o o
amp}e“ 5 ‘@ ﬁ & g 2 i ﬁ‘%‘$§'¢ %‘&S‘&-%wﬁ?‘? i e S S
. ! S i i o
b P
SR
g T ke
S R , i
o e

Solution :

A=-Al =
0 0 5-A 4
0 0 1 1-i
3-» -8 O
det (A-Al) = (5-M)det! 0 5-1 4
0 1 1-A

TECHNICAL PUBLICA TIONS® - an up-thrust for knowledge

e T T T T |

Machine Learning 7-8 Introduction o Machine Learning
4 hat
— (5-M)(3=2) det 40 xJ
= (5-MB-MB-NI-N)-4]=0

There are 4 roots :
(5-N) 0=x=5
(3—-3) D= A=3
(5-M)(1-4)—4

il

0= A2 -6L+1=0
6+va6 4

= zﬁ—ﬁ-3+2\2
Farmagmmnwm:a,ﬁndmﬂgmmunsmdmgmwm
~ =& 3 gt
4=15 s e e
Solution :
-6 3 N
AM =5 5i7Me 1
-6 3} Irx 0
15 5|0 A
[~6-% 3
5 5-)
= {(~6-M{(-4 - (53
= M +r-45

H

(A= 6.22)(L+7.22)

m Singular Values and Singular Vectors

» A singular value and pair of singular vectors of a square or rectangular matrix A
are a nonnegative scalar ¢ and two nonzero vectors u and v so that

AL = 0Oy
Aty = oy
o The term “eigen value' is a partial translation of the German "eig.en.wert.” ﬂi
complete translation would be something like "own value” or "charéctenstlc value,
but these are rarely used. The term "singular vatue" relates to the distance between
a matrix and the set of singular matrices.
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* Eigen values play an

important role in situations where the matrix is a
transformation from one vector space onto itself. Systems of linear ordinary
differential equations are the primary examples.

The values of A can correspond to frequencies of vibration or critical values of
stability parameters or energy levels of atoms.

Singular values play an important role where the matrix is a transformation from
~one vector space to a different vector space, possibly with a different dimension.
Systems of over-or underdetermined algebraic equations are the primary examples.

The definitions of eigen vectors and singular vectors do not specify their
normalization. An eigen vector x or a pair of singular vectors u and v, can be
scaled by any nonzero factor without changing any other important properties.

Eigen vectors of symmetric matrices are usually normalized to have Euclidean
length equal to one, i, = 1.

On the other hand, the eigen vectors of nonsymmetric matrices often have
different normalizations in different contexts.

Singular vectors are almost always normalized to have Euclidean length equal to

one, juf, = |v|, = 1. You can still multiply eigen vectors or pairs of singular
vectors, by - 1 without changing their lengths,

2 2 2 O D
R i
: - — ¢ 2N o
. | e
o = 010 |
:: i ciolo
m x n mxn nxn

Fig. 1.1.1

SVD decomposes a matrix into three other matrixes. SVD factors a single matrix
into matrix U, D and V* respectively.

where

Uand V" are orthogonal matrices.

D is a diagonal matrix of singular values.
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EEA Introduction and Motivation for Machine Learning

.

Machine Learning (ML) is a sub-field of Artificial Intelligence (AI) which concerns
with developing computational theories of learning and building learning
e e s

machines.

_I:eaming is a phenomenon and process which has manifestations of various
aspects. Learning process includes gaining of new symbolic knowledge and
development of cognitive skills through instruction and practice. It is also
discovery of new facts and theories through observation and experiment.

Machine Learning Definition : A computer program is said to learn from
experience E with respect to some class of tasks T and performance measure P, if
its performance at tasks in T, as measured by P, improves with experience E.

Machine learning is programming computers to optimize a performance criterion
using example data or past experience. Application of machine learning methods
to large databases is called data mining,

It is very hard to write programs that solve problems like recognizing a human
face. We do not know what program to write because we don't know how our
brain does it. Instead of writing a program by hand, it is possible to collect lots of
examples that specify the correct output for a given input.

A machine learning algorithm then takes these examples and produces a program
that does the job. The program produced by the learning algorithm may look very
different from a typical hand-written program. It may contain millions of numbers.
If we do it right, the program works for new cases as well as the ones we trained
it on.

Main goal of machine learning is to devise learning algorithms that do the
learning automatically without human intervention or assistance. The machine
learning paradigm can be viewed as "programming by example.” Another goal is
to develop computational models of human learning process and perform
computer simulations.

The goal of machine learning is to build computer systems that can adapt and
learn from their experience.

Algorithm is used to solve a problem on computer. An algorithm is a sequence of
instruction. It should carry out to transform the input to output. For example, for
addition of four numbers is carried out by giving four number as input to the
algorithm and output is sum of all four numbers. For the same task, there may be
various algorithms. It is interested to find the most efficient one, requiring the
least number of instructions or memory or both.

For some tasks, however, we do not have an algorithm.
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How Machines Learn 7

¢ Machine learning typically follows three phases :

1. Training : A training set of examples of correct behavior is analyzed and some

representation of the newly learnt knowledge is stored. This is some form of
rules.

2. Validation : The rules are checked and, if necessary, additional training is
given. Sometimes additional test data are used, but instead, a human expert
may validate the rules, or some other automatic knowledge - based component
may be used. The role of the tester is often called the opponent. '

3. Application : The rules are used in responding to some new situation.

¢ Fig. 1.2.1 shows phases of ML,

. Training

Training

_ Exlisting
i hnmlﬂma .

fig. 1.2.1 Phases of ML

EEXN Why Machine Learning is Important ?

Machine learning algorithms can figure out how to perform important tasks by
generalizing from examples.

Machine learning provides business insight and intelligence. Decision makers are
provided with greater insights into their organizations. This adaptive technology is
being used by global enterprises to gain a competitive edge.

Machine learning algorithms discover the relationships between the variables of a
system (input, output and hidden) from direct samples of the system.

Folldwing are some of the reasons :
1. Some tasks cannot be defined well, except by ‘examples. For example

Recognizing people.
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2. Relationships and correlations can be hidden within large amounts of data. To

solve these problems, machine learning and data mining may be able to find
these relationships.

3. Human designers often produce machines that do not work as well as desired
in the environments in which they are used.

4. The amount of knowledge available about certain tasks might be too large for
explicit encoding by humans.

5. Environments change fime to time.

6. New knowledge about tasks is constantly being discovered by humans.
Machine Jearning also helps us find solutions of many problems in computer
vision, speech recognition and robotics. Machine learning uses the theory of
statistics in building mathematical models, because the core task is making
inference from a sample.

Learning is used when :
1. Human expertise does not exist (navigating on Mars},

2. Humans are unable to explain their expertise (speech recognition)
3. Solution changes in time (routing on a computer network)
4

Solution needs to be adapted to particular cases (user biometrics)

lm Ingredients of Machine Learning

The ingredients of machine learning are as follows :

iy

Tasks : The problems that can be solved with machine learning. A task is an
abstract representation of a problem. The standard methodology in machine
learning is to learn one task at a time. Large problems are broken into small,
reasonably independent sub-problems that are learned separately and then
recombined. ‘ ‘

Predictive tasks perform inference on the current data in order to make
predictions. Descriptive tasks characterize the general properties of the data in the
database.

Models : The output of machine learning. Different models are geometric models,
probabilistic models, logical models, grouping and grading.

The model-based approach seeks to create a modified solution tailored to each
new application. Instead of having to transform your problem to fit some standard
algorithm, in model-based machine learning you design the algorithm precisely to
fit your problem. '

Model is just made up of set of ass'umpfions, expressed in a precise mathematical

form. These assumptions include the number and types of variables in the problem
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dorfnam, .thch variables affect each other, and what the effect of changing one » Machine learning is a scientific discipline concerned with the design and
variable is on another variable. development of the algorithm that allows computers to evolve behaviors based on

= Machine learning models are classified as : Geometric model, probabilistic model empirical data, such as form sensors data or database.
e Ve el 7 e Machine learning is usually divided into two main types : Supervised learning and
3. Features : The workhorses of machine learning. A good feature representation is unsupervised learning.

central to achieving high performance in any machine learning task.

s Feature extraction starts from an initial set of measured data and builds derived fl /o Machina-Leaming 7

values intended to be informative, non redundant, facilitating the subsequent 1. To understand and improve efficiency of human learning.

I : . 4 . )
. earning and generalization steps. 2. Discover new things or structure that is unknown to humans (Example : Data
s Feature selection is a process that chooses a subset of features from the original mining).

fef"atures S0 that the feature space is optimally reduced according to a certain 3. Fill in skeletal or incomplete specifications about a domain.

criterion.

Supervised Learning

e Supervised learning is the machine learning task of inferring a function from

EE)Y Types of Machine

* Learning is essential : i i . i ind
Onmiscifnc L @ fo'r ulnknown environments, 1e. when designer lacks the supervised training data. The training data consist of a set of training examples.
e. Learnin, / i ing i ; . o : : .
g S i % SUNply means mmcorporating information from the training The task of the supervised learner is to predict the output behavior of a system for
into the system. i initi ini
- ey 1 any set of input values, after an initial training phase.
5_gif 2 . _
Hm:i:;g rles a?if' char;g?hm a system that allows it to perform better the second * Supervised learning in which the network is trained by providing it with input
f etition ] '
5 35) o e sa_me .task o'r.on another task drawn from the same and matching output patterns. These input-output pairs are usually provided by
population. One part of learning is acquiring knowledge and new information; and an external teacher.
the other part is problem-solving.
. S . _ _ e Human learning is based on the past experiences. A computer does not have
upervised and Unsupervised Learning are the different types of machine learning experiences
methods. A computational learning model should be clear about the following

* A computer system learns from data, which represent some "past experiences” of

aspects :
1. Learner : Who or what is doing the learning. For example : Program or an application domain.

algorithm. - ¢ To learn a target function that can be used to predict the values of a discrete class
2. Domain : What is being learned ?  attribute, e.g, approve or not-approved and high-risk or low risk. The task is
3. Goal : Why the learning is done ? commonly called : Supervised learning, ciasmf;catxon or inductive learning.
4. Representation : The way the L e TR P o e * Training data includes both the input and the desired results. For some examgies

te represented. the correct results (targets) are known and are given in input to the model during

5. Algorithmic technology : The algorithmic framework to be used. the learning process. The construction of a proper training, validation and test set
6. Information source :;: The information (training data) the program uses for ] is crucial. These methods are usually fast and accurate.

learning,. * Have to be able to generalize : give the correct results when new data are given in

7. Training scenario : The description of the learning process. | input without knowing a priori the target.

¢ Learning is constructing or modifying representation of what is being experienced. * Supervised learning is the machine learning task of inferring a function from
Learn means to get knowledge of by study, experience or being taught. supervised training data. The training data consist of a set of training examples. In
supervised learning, each example is a pair consisting of an input object and a

~ desired output value.

: &
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° A supervised learning algorithm analyzes the training data and produces an
inferred functicn, which is called a classifier or a regression function. Fig. 1.3.1
shows supervised learning process.

B erelsroarirat W
. e

Testing

Tréining

Fig. 1.3.1 Supervised learning process

* The learned model helps the system to perform task better as compared to no
learning.

* Each input vector requires a corresponding target vector.
Training Fair = (Input Vector, Target Vector)
¢ Fig. 1.3.2 shows input vector.

1

Maurar
- natwork

Fig. 1.3.2 input vector

* Supervised learning denotes a method in which some input vectors are collected
and presented to the network. The output computed by the net-work is observed
and the deviation from the expected answer is measured. The weights are
corrected according to the magnitude of the error in the way defined by the
learning algorithm.

¢ Supervised learning is further divided into methods which use reinforcement or
error correction. The perceptron learning algorithm is an example of supervised
learning with reinforcement.
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In order to solve a given problem of supervised learning, following steps are

performed :

1. Find out the type of training examples.

2. Collect a training set.

3. Determine the input feature representation of the learned function.

4. Determine the structure of the leamed function and corresponding learning
algorithm.

5. Complete the design and then run the learning algorithm on the collected
training set.

6. Evaluate the accuracy of the learned function. After parameter adjustment and
learning, the performance of the resulting function should be measured on a
test set that is separate from the training set.

| EEX] Unsupervised Learning

The model is not provided with the correct results during the training. [t can be
used to cluster the input data in classes on the basis of their statistical properties

only. Cluster significance and labeling.

The labeling can be carried out even if the labels are only available for a small
number of objects representative of the desired classes. All similar inputs patterns
are grouped together as clusters.

If matching pattern is not found, a new cluster is formed. There is no error
feedback.

External teacher is not used and is based upon only local information. It is also
referred to as self-organization. '

They are called unsupervised because they do not need a teacher or super-visor to
label a set of training examples. Only the original data is required to start the
analysis.

In contrast to supervised learning, unsupervised or self-organized learning does
not require an external teacher. During the training session, the neural network
receives a number of different input patterns, discovers significant features in
these patterns and learns how to classify input data into appropriate categories.
Unsupervised learning algorithms aim to learn rapidly and can be used in
real-time. Unsupervised learning is frequently employed for data clustering,
feature extraction etc. '
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* Another mode of learning called recording learning by Zurada is typically
employed for associative memory networks. An associative memory networks is
designed by recording several idea patterns into the networks stable states.

m Difference between Supervised and Unsupervised Learning
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1 1.3.4 | Semi-supervised Learning

* Semisupervised learning uses both labeled and unlabeled data to improve
supervised learning. The goal is to learn a predictor that predicts future test data
better than the predictor learned from the labeled training data alone,

¢ Semi-supervised learning is motivated by its practical value in learning faster,
better and cheaper. :

* In many real world applications, it is relatively easy to acquire a large amount of
unlabeled data x.

* For example, documents can be crawled from the Web, images can be obtained
from surveillance cameras, and speech can be collected from broadcast. However,
their corresponding labels y for the prediction task, such as sentiment orientation,
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intrusion detection and phonetic transcript, often requires slow human annotation
and expensive laboratory experiments.

In many practical learning domains, there is a large supply of unlabeled data but

limited labeled data, which can be expensive to generate. For example : Text

processing, videc-indexing, bioinformatics etc.

Semi-supervised Learning makes use of both labeled and unlabeled data for
training, typically a small amount of labeled data with a large amount of
unlabeled data. When unlabeled data is used in conjunction with a small amount
of labeled data, it can produce considerable improvement in learning accuracy.,

Semi-supervised learning sometimes enables predictive model testing at reduced
cost.

Semi-supervised classification : Training on labeled data exploits additional
unlabeled data, frequently resulting in a more accurate classifier,

Semi-supervised clustering : Uses small amount of labeled data to aid and bias
the clustering of unlabeled data.

) Reinforced Learnings

User will get immediate feedback in supervised learning and no feedback from
unsupervised learning. But in the reinforced learning, you will get delayed scalar
feedback.

Reinforcement learning is

learning what to do and
how to map situations to
actions. The learner is not
told which actions to take.
Fig. 1.3.3 shows concept
of reinforced learning.

Action
8

Situgtion
5y

Reward

e Tti"] F g )
3 s, ENWRONMEH'J]-—
E

Fig. 1.3.3 Reinforced learning

Reinforced

with
must sense and act upon
their  environment. It
combines classical Artificial Intelligence and machine learning techniques.

learning s

deals agents that

It allows machines and software agents to automatically determine the ideal
behavior within a specific context, in order to maximize its performance. Simple
reward feedback is required for the agent to learn its behavior; this is known as
the reinforcement signal.
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REXZD Elements of Reinforcement Learning

Two most important distinguishing features of reinforcement learning is
trial-and-error and delayed reward. '

With reinforcement learning algorithms an agent can improve its performance by
using the feedback it gets from the environment. This environmental feedback is
called the reward signal.

Based on accumulated experience, the agent needs to learn which action to take in
a given situation in order to obtain a desired long term goal. Essentially actions
that lead to long term rewards need to reinforced. Reinforcement learning has
connections with control theory, Markov decision processes and game theory.

Example of reinforcement learning : A mobile robot decides whether it should
enter a new room in search of more trash to collect or start trying to find its way
back to its battery recharging station. It makes its decision based on how quickly
and easily it has been able to find the recharger in the past.

Reinforcement learning elements are as follows :
1. Policy 2. Reward function

3. Value function 4. Model of the environment
Fig. 1.3.4 shows elements of RL.

Policy : Policy defines the learning agent
behavior for given time period. It is a

mapping from perceived states of the
environment to actions to be taken when in En
those states. )
' Action
Reward function : Reward function is used B
Ear
to define a goal in a reinforcement learning Interpretar
problem. It also maps each perceived state
. . : State oy
of the environment to a single number, %

F,

Value function : Value functions specify
what is good in the long run. The value of a
state is the total amount of reward an agent
can expect to accumulate over the future,
starting from that state.

Agent

HT 1.3.4 ;: Elements of
rainforcement lnlmlng

Model of the environment : Models are used for planning.

Credit assignment problem : Reinforcement learning algorithms learn to generate
an internal value for the intermediate states as to how good. they are in leading to
the goal.

“
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* The learning decision maker is called the agent. The agent interacts with the
environment that includes everything outside the agent.

¢ The agent has sensors to decide on its state in the environment and takes an
action that modifies its state.

e The reinforcement learning problem model is an agent continuously interacting
with an environment. The agent and the environment interact in a sequence of
time steps. At each time step t, the agent receives the state of the environment and
a scalar numerical reward for the previous action, and then the agent then selects
an action.

* Reinforcement Learning is a technique for solving Markov decision problems.

* Reinforcement learning uses a formal framework defining the interaction between
a learning agent and its environment in terms of states, actions, and rewards. This
framework is intended to be a simple way of representing essential features of
the artificial intelligence problem.

EEXA Difference between Supervised, Unsupervised and Reinforcement
Learning
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m Examples of Machine Learning Applications

Examples of successful applications of machine learning :

Here are several examples :

1

Optical character recognition : Categorize images of handwritten characters by the
letters represented.

Face detection : Find faces in images (or indicate if a face is present}

Spam filtering : Identify email messages as spam or non-spam topic spotting:
categorize news arficles (say) as to whether they are about politics, sports,
entertainment, etc.

Spoken laﬁguage understanding : Within the context of a limited domain,
determine the meaning of something uttered by a speaker to the extent that it can
be classitied into one of a fixed set of categories.

Face Recognition and Medical Diagnosis

Face recognition

Face recognition task is effortlessly and every day we recognize our friends,
relative and family members. We also recognition by looking at the photographs.
In photographs, they are in different pose, hair styles, background light, makeup
and without makeup.

We do it subconsciously and cannot explain how we do it. Because we can't

explain how we do it, we can't write an algorithm.

Face has some structure. It is not a random collection of pixel. It is symmetric
structure. It contains predefined components like nose, mouth, eye, ears. Every
person face is a pattern composed of a particular combination of the features. By
analyzing sample face images of a person, a learning program captures the pattern
specific to that person and users it to recognize if a new real face or new image
belongs to this specific person or not.

Machine learning algorithm creates an optimized model of the concept being
learned based on data or past experience.

In the case of face recognition, the input is an image, the classes are people to be
recognized and the learning program should learn to associate the face images to
identities. This problem is more difficult than optical character recognition because
there are more classes, input image is larger and a face is 3D and differences in
pose and lighting cause significant changes in the image.

Medical diagnosis

In medical diagnosis, the input are the relevant information about the patient and
the ¢lasses are the illness. The inputs contain the age of patient's, gender past
medical history and current symptoms.
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Some tests may not have been applied to the patient and thus these inputs would
be missing, Tests take time, may be costly and may inconvience the patient so we
do not want to apply them unless we believe that they will give us valuable
information. )
I the case of a medical diagnosis, a wrong decision may lead to a wrong or no
treatment and in cases of doubt it is preferable that the classifier reject and defer
decision to a human expert.

EEER Google Home and Amazon Alexa

Amazon Alexa |/ Siri

Every time Alexa or Siri make a mistake when responding to our request, it uses
the data it receives based on how it responded to the original query to improve
the next time. If an error was made, it takes that data and learns from it. If the
response was favourable, the system notes that as well.

Data and machine learning are responsible for the explosive growth of digital
voice assistants. They continue o get better with the more experiences they have
and the data they accumulate.

When user make a request of Alexa, the microphone on the device records
command. This recording is sent to over the internet to the cloud. If user are
talking to Alexa, the recording is sent to Alexa Voice Services (AVS). This
cloud-based service will review the recording and interpret user request. Then, the
system will send a relevant response back to the device.

Amazon breaks down user "orders” into individual sounds. It then consults a
database containing various words' pronunciations to find which words most
closely correspond to the combination of individual sounds.

It then identifies important words to make sense of the tasks and carry out
corresponding functions. For instance, if Alexa notices words like “sport” or
"basketbail”, it would open the sports app.

Amazon's servers send the information back to our device and Alexa may speak.
If Alexa needs to say anything back, it would go through the same process
described above, but in reverse order.

Google Home :
¢ Google services such as its image search and translation tools use sophisticated

machine learning which allow computers to see, listen and speak in much the
same way as human do.

To perform its functions, Google Assistant relies on Artificial Intelligence (AI)
technologies such as natural language processing and machine learning to
understand what the user is saying and to make suggestions or act on that

language input.
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The Google Home can play music, but it's primarily designed as a vehicle for
Google Assistant - Google's voice - activated virtual helper that's connected to the
internet. o

The Google Home is always listening to its environment, but it won't record what
we are saying or respond to our commands until we speak one of its
pre-programmed wake words -- either "OK, Google” or "Hey, Google."

TF-IDF, is a numerical statistic that is intended to reflect how important a word is
to a document from collection corpus. It is often used as a weighting factor for
searches of information retrieval, text mining and user modeling,

The TD-IDF value increases proportionally to the number of times a word appears
in the document but it is often offset by the frequency of the word in the corpus,
which helps to adjust for the fact that some words appear more frequently.

lm Unmanned Vehicles

An Unmanned Aerial Vehicle (UAV), sometimes known as a drone, is an aircraft
or airborne system that is controlled remotely by an onboard computer or a
human operator. The ground control station, aircraft components, and various
types of sensors make up the UAV system.

UAVs are categorized depending on their endurance, weight and altitude range.
They can be used for multiple commercial and military applications.

Machine learning is the process of using, storiﬁg and finding patterns within
massive amounts of data, which can eventually be fed into algorithms. It's
basically a process of using the data accumulated by the machine or device that
allows computers to develop their own algorithm so that humans won't have to
create challenging algorithms manually. -

Unmanned ground vehicles are classified into two broad types, remotely operated

and autonomous.

Autonomous unmanned ground vehicles comprise several technologies that allow
the machine to be self - acting and self - regulating, sans human intervention. The
technology was initially developed to aid ground forces in the transfer of heavy
equipment. '

However, the technology has witnessed significant evolution over the years, giving
rise fo more tactical vehicles designed to assist in surveillance or IED
search-and-destroy missions.

For example, unmanned ships in the course of the voyage, the default route is to
ensure the obstruction of the premise of a straight line navigation.
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Fig. 1.4.2 The second time

During the course of the voyage, the hull is changed by the intensity and direction
of the waves and is unpredictable. It is clear for the unmanned boat itself,

Therefore, unmanned ships in the process of navigation, continue to {rain the
perception of the surrounding envirenment and make the appropriate strategy, if
the results of the implementation of the strategy in line with the default route to

be rewarded.

EE3 vapnik-Chervonenkis (VC) Dimension

Vapnik-Chervonenkis (VC) dimension provides a measure of the lccmplexity of a
space of functions, and which allows the probably approxmlately. correct
framework to be extended to spaces containing an infinite number of functions.
The Vapnik-Chervonenkis dimension is a measure of the complexity or capacity of
a class of functions f(z). The VC dimension measures the largest number of
examples that can be explained by the family f{a).

The Vapnik-Chervonenkis dimension, VC(H), of hypothesis space H defined o .;r
instance space X is the size of the largest finite subset of X shattered by H. If
arbitrarily large finite sets of X can be shattered by H, then VC(H) = .

The basic argument is that high capacity and generalization properties are at

odds :
1. If the family f{o) has enough capacity to explain every possible dataset, we

should not expect these functions to generalize very well.
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2. On the other hand, if functions f{o) have small capacity but they are able to
explain our particular dataset, we have stronger reasons to believe that they
will also work well on unseen data.

¢ Shattering a set of examples : Assume a binary classification problem with N

EXJ Probably Approximately Correct (PAC) Learning

e Computational learning theory provides a formal framework in which to precisely
formulate and address questions regarding the performance of different learning

examples in R and consider the set of 2N/ possible dichotomies. For instance,
with N = 3 examples, the set of all possible dichotomies is {{000), (001), (010),
(011), (100}, (101), (110), (111)}. A class of functions f(o) is said fo shatter the
dataset if, for every possible dichotomy, there is a function in (o) that models it. -

Consider as an example a finite concept class C = {cq, .., g} applied to three
instance vectors with the results :

Foasd s e BE ol
b &_f'” vf'_f : ljoi
'R };&_fsc ‘ 'zt::v &-.w* .gl- = -f—- ml
r&,. o u\w*& * i
E.;\.l ﬁg o e i g;f =5 g :m%
A ) o
1?_’3:?%:» i i.g._ ;- <—x\':ﬁ!
sl o W o
Then
T, (X4 = {(0), (1)) . shattered
e (X2, X3D = {0 0), (0, 1), (1,0), (1, 1)} shattered
me (X2, X3)) = {0, 0), (1, 1)} not shattered

* The VC dimension VC(f} is the size of the largest dataset that can be shattered by

the set of functions f (o) If the VC dimension of () is h, then there exists at least
one set of h points that can be shattered by (@), but in general it will not be true
that every set of h points can be shattered.

Example of VCdim : axis aligned rectangles

If we had five points, then at most four of the points determine the minimal
rectangle that contains the whole set. Then no rectangle is consistent with the
labeling that assigns these four boundary points "+" and assigned the remaining

. point a "-". Therefore,

VCdim (axis-aligned rectangles ¢ R?) =4
The VC dimension cannot be accurately estimated for non-linear models such as

neural networks. The VC dimension may be infinite requiring infinite amount of
data.
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algorithms so that careful comparisons of both the predictive power and the
computational efficiency of alternative learning algorithms can be made.

Three key aspects that must be formalized are the way in which the learner
interacts with its environment the definition of successfully completing the
learning task and a formal definition of efficiency of both data usage (sample
complexity) and processing time (time complexity).

Probably Approximately Correct Learning :
» A concept class C is said to be PAC learnable using a hypothesis class H if there

exists a learning algorithm L such that for all concepts in C, for all instance

" distributions I on an instance space X, Ve, 8 (0<e,8< 1), L, when given access to

the Example oracle, produces, with probability at least (1 — 3), a hypothesis h from
H with error no more than e.

PCA is a nice formalism for deciding how much data you need to collect in order
for a given classifier to achieve a given probability of correct predictions on a
given fraction of future test data.

To understand what this model is all about, it's probably easiest just to give an
example. Say there’s a hidden line on the chalk board.

Given a point on the board, we need to classify whether it's above or below the
line. To help, we'll get some sample data, which consists of random points on the
board and whether each point is above or below the line.

After seeing, say, twenty points, you won't know exactly where the line is, but
yowll probably know roughly where it is. And using that knowledge, you’ll be
able to predict whether most future points lie above or below the line.

Suppose we have agreed that predicting the right answer “most of the time” is
okay. Is any random choice of twenty points going to give you that ability ? No,
because you could get really unlucky with the sample data, and it could tell you
almost nothing about where the line is. Hence the “Probably” in PAC.

X is the set of all possible examples. D is the distribution from which the
examples are drawn

H is the set of all possible hypotheses, c € H

m is the number of training examples. Then
error(h) = Pr(h(x) # ¢(x) | x is drawn from X with D)

where h is approximately correct if error(h) <e
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¢ Hypothesis h(X) is consistent with m examples and has an error of at most with
probability 1 - 8. This is a worst-case analysis. Note that the result is independent
of the distribution D.

¢ Curse of dimensionality : If the number of features d is large, the number of
sampies n, may be too small for accurate parameter estimation.

* For accurate estimation, n should be much bigger than d? otherwise model is too
complicated for the data, overfitting '

» Consistent learner : A consistent learner is one that returns some hypothesis h
from the hypothesis class H that is consistent with a random sequence of m
examples. A consistent learner is a MAP learner, if all hypotheses are a-priori
equally likely.

Hypothesis Spaces

* Search Space : The space of all feasible solutions is called search space. Each point
in the search space represent ome feasible solution. Each feasible solution can be
"marked"” by its value or fitness for the problem.

* If we are solving some problem, we are usually looking for some solution, which
will be the best among others.

* We are looking for our solution, which is one point or more among feasible
solutions, that is one point in the search space.

* The looking for a solution is then equal to a looking for some extreme (minimum
or maximumy} in the search space. The search space can be whole known by the
time of solving a problem, but usually we know only a few points from it and we
are generating other points as the process of finding solution continues.

Genetic algorithm employs a randomized beam search method to seek a
maximally fit hypothesis.

Motivation

* The solution(s) to machine learning tasks are often called hypotheses, because they
can be expressed as a hypothesis that the observed positives and negatives for a
categorization is explained by the concept learned for the solution.

¢ The hypotheses have to be represented in some representation scheme, and, as
usual with AT tasks, this will have a big effect on many aspects of the learning
methods.

o General definition of a hypothesis : "A hypothesis is a statement of a relationship
between two or more variables."

* Sometimes, it is necessary to evaluate the performance of learned hypotheses.
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Reason for using hypotheses :

Learning from a limited-size database indicating the effectiveness of different

medical treatments, it is important to understand as precisely as possible the

accuracy of the learned hypotheses.

The evaluating hypotheses are an integral component of many learning methods.

It is important to understand the likely errors inherent in estimating the accuracy

of the pruned and unpruned tree.

Estimating the accuracy of a hypothesis is relatively straightforward when data is

plentiful. ' _

An estimator is any random variable used to estimate some parameter of the

underlying population from which a sample is drawn.

1. The estimation bias of an estimator Y for an arbitrary parameter p is E[Y | - p,
If the estimation bias is 0, then Y is an unbiased estimator for p.

2. The variance of an estimator Y for an arbitrary parameter p is simply the
variance of Y.

Population Evolution and the Schema Theorem

It is developed by John Holland.

If a chromosome is of length n then it contains 3" schemata (as each position can
have the value 0, 1 or *}

In theory, this means that for a population of M individuals we are evaluating up
to M3" schemata.

But, bear in mind that some schemata will not be represented and others will
overlap with other schemata.

This is exactly what we want. We eventually want to create a population that is
full of fitter schemata and we will have lost weaker schemata. It is the fact that we
are manipulating M individuals but M3" schemata that gives genetic algorithms
what has been called implicit parallelism.

Length : is defined as the distance between the start of the schema and the end of
the schema minus one,

Order : is defined as the number of defined positions.

Fitness ratio : is defined as the ratio of the fitness of a schema to the average
fitness of the population.
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Here length = 6 and order = 3

In this analysis we assume that the GA is a way of processing genotype features
rather then genotypes themselves - a feature being simply a set of values in
specific positions. A particular feature is defined in terms of a schema.

This is a genotype-like string with specific values in some positions and 'don’t
care’ values (asterisks) in others. An example is : *10%*%0%***

This schema has ten characters in all, including seven "don't care" values. Bt will
match any 10-character genotype with a 1 in the second position, a 0 in the third
position and a 0 in the sixth position.

The longer the length of the schema, the more chance there is of the schema being
disrupted by a crossover operation. This implies that shorter schemata have a
better chance of surviving from one generation to the next. In turn, this implies
that if we know that certain attributes of a problem fit well together then these
should be placed as close as possible together in the coding.

This observation is also true for the order of the chromosome. If we are not
worried about the number of defined positions (i.e. we allow as many ™' as
possible) then a crossover operation has less chance of disrupting good schemata.
Intuitively, it would seem better to have short, low-order schema, This is only
based on empirical evidence but it is widely believed that these assumptions are
true and the following theory makes some sense of this.

Using a technique where we choose parents relative to their fitness (e.g. roulette
wheel selection), fitter schema should find their way from one generation to
another.

Intuitively, if a schema is fitter than average then it should not only survive to the
next generation but should also increase its presence in the population. If @ is the
number of instances of any particular schema S within the population at time t,
then at t + 1 we would expect

@S, t+1) > @)

to hold for above average fitness schemata.

Going one stage further we can estimate the number of schema present at t + 1

DE, t+1) = BS,)nall

2

where

n is the size of the population

£(S) is the fitmess of the schema
' Z f; is the fitness of the population
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f(s)
favg

OGS, t+1) = DS 6

favg 1s the average fitness of the population.
e [f a particular schema stays a constant, ¢, above the average we can say even more

about the effects of reproduction
{EEVE tc E!'i‘g }
‘I)(S, t+ 1) s @{S, £ Ea—'
V8

(S, ) (1+¢)

Setting t = 0
DS, 1) = GBS, H(1+c)
Notice that the number of schema rises exponentially.

Sample Error and True Error

The sample error (errg(h)) of h with respect to target function (f) and data sample
(5) is the proportion of examples h misclassifies. The sample test error is the mean

error over the test sample.

errg(h) = %ZL(f(Xi)rh(Xi))
i=t

The true error of hypothesis h with respect to target function f and distribution D
is the probability that h will misclassify an instance drawn at random according to

D.

Err(h) = E{L((x), h(x))] | |
An. errorp (h) is the true error of hypothesis h with respect to the target function f
and data distribution D. It is the probability h will misclassify an instance drawn
at random according to D.
An error, (h) is the sample error of hypothesis h with respect to the target function
f and data sample set S. It is the proportion of examples in S that h misclassifies.

Inductive Bias
* The Candidate-Elimination algorithm will converge toward the true target concept

provided it is given accurate training examples and provided its initial hypothesis
space contains the target concept.

* What if the target concept is not contained in the hypothesis space ?

* Can we avoid this difficulty by using a hypothesis space that includes every

possible hypothesis ?
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* How does the size of this hypothesis space influence the ability of the algorithm to
generalize to uncbserved instances ?

e How does the size of the hypothesis space influence the number of training
examples that must be observed ?

* In EnjoySport example, we restricted the hypothesis space to include only
conjunctions of attribute values. Because of this restriction, the hypothesis space is
unable to represent even simple disjunctive target concepts such as "Sky = Sunny
or Sky = Cloudy."

—r— L T T e e ey
e 3 \ 5 ot
| Bxample  Sky Al Temp .~ Humidity Wind Water. Enmnui Enjoy Epu:h
- Eih ol = | el g el e i ) It o e b S5
_I‘*o%k- B = it e 2 95”__*'&*“ \ .
b 80 Swmy . Weet - NomalCo iSieeks Coal Changs VS |
Bl L 20 i e : . 1 S i
|2 Couy . Wam  Nomwl  Siwe | Col  Change  YE
EEER T "E el A T e e =i yaa oS B e —— ‘3"3&-—‘3&”«- R o
i : 5 e ki 5
i . Rafny. Wamm . Normal Strong -‘.ffml +  Change NGO ;é
L1 e e s ST PR S -_.,.....-__.Lm_.fi?d...‘?' e i

* From first two examples : 52 : <?, Warm, Normal, Strong, Cool, Change>

* This is inconsistent with third examples, and there are no hypotheses consistent *
with these three examples PROBLEM : We have biased the learner to consider
only conjunctive hypotheses. We require a more expressive hypothesis space.

s The obvious solution to the problem of assuring that the target concept is in the
hypothesis space H is to provide a hypothesm space capable of representing every
teachable concept.

Inductive Bias - Fundamental Property of Inductive Inference :
* A learner that makes no a priori assumptions regarding the identity of the target
concept has no rational basis for classifying any unseen instances.

* Inductive Leap : A learner should be able to generalize training data using prior
assumptions in order to classify unseen instances.

* The generalization is known as inductive leap and our prior assumptions are the
inductive bias of the learner.

* Inductive Bias (prior assumptions) of Candidate-Elimination algorithm is that the
target concept can be represented by a conjunction of attribute values, the target
concept is contained in the hypothesis space and training examples are correct.

inductive Bias - Formal Definition
* Consider a concept learning algorithm L for the set of instances X. Let ¢ be an
arbitrary concept defined over X, and let Dc = {<x ,
training examples of c.

c(x)>} be an arbitrary set of
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Let L(x: D) denote the classification assigned to the instance x; by L after

training on the data D..
e The inductive bias of L is any mmzmal set of assertions B such that for any target
concept ¢ and corresponding training examples D the following formula holds.
(Vx; € (B D" x;)£ (x5, Do)l

Three Learning Algorithms :

o ROTE-LEARNER : Learning corresponds simply to storing each observed training
example in memory. Subsequent instances are classified by looking them up in
memory. If the instance is found in memory, the stored classification is returned.
Otherwise; the system refuses to classify the new instance. Inductive Bias : No
inductive bias

+ CANDIDATE-ELIMINATION : New instances are classified only in the case where
all members of the current version space agree on the classification. Otherwise, the
system refuses to classify the new instance. Inductive Bias : the target concept can
be represented in its hypothesis space.

o EIND-S : This algorithm, described earlier, finds the most specific hypothesis
consistent with the training examples. It then uses this hypothesis to classify all
subsequent instances. Inductive Bias: the target concept can be represented in its
hypothesis space, and all instances are negative instances unless the opposite is
entailed by its other knowledge.

m Bias Variance Trade-Off

o In the experimental practice we observe an important phenomenon called the bias
variance dilemma.

s In supervised learning, the class value assigned by the learning model built based
on the training data may differ from the actual class value. This error in learning
can be of two types, errors due to 'bias' and error due to 'variance'.

e Fig. 1.9.1 shows bias-variance trade off.

e Give two classes of hypothesis (e.g. linear models and k-NNs) to fit to some
training data set, we observe that the more flexible hypothesis class has a low bias
term but a higher variance term. If we have parametric family of hypothesis, then
we can increases the flexibility of the hypothesis but we still observe the increase
of variance.
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High variance

Low variance

High bias

Fig. 1.9.1 Bias-variance trade off

* The bias-variance-dilemma is the problem of simultaneously minimizing two
sources of error that prevent supervised learning algorithm from generahzmg ,
beyond their training set :

1. The bias is error from erroneous assumptions in the learning algorithm. High
bias can cause an algorithm to miss the relevant relations between features and
target outputs.

2. The variance is error from sensitivity to small fluctuations in the training set.
High variance can cause overfitting : modeling the random noise in the
training data, rather than the intended outputs. ‘

¢ In order to reduce the model error, the designer can aim at reducing either the
bias or the variance, as the noise components is irreducible.

* As the model increases in complexity, its bias is likely to diminish. However, as
the number of training examples is kept fixed, the parametric identification of the
model may strongly vary from one DN to another This will increase the variance
term.

* At one stage, the decrease in bias will be inferior to the increase in variance,
warning that the model should not be too complex. Conversely, to decrease the
~variance term, the designer has to simplify its model so that it is less sensitive to a
specific training set. This simplification will lead to a higher bias.
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Solution :

o Given Fig. 1.9.2 is related to overfitting and underfitting.

Underfitting (High bias and low variance) :
» A statistical model or a machine learning algorithm is said to have underfitting
when it cannot capture the underlying trend of the data.

e [t usually happens when we have less data to build an accurate model and also
when we iry to build a linear mode! with a non-linear data.

o
1} @ g
2 8 X o
o o
X
Size Size Size
2 2 2
8o+ 84X BO+81><+82><2 B + 84X+ D07+ Bux"+ B,
High bais (underfit) High bais (underfit) High variance {overfit)

Fig. 1.9.3

* In such cases the rules of the machine learning model are too easy and flexible to
be applied on such minimal data and therefore the model will probably make a
lot of wrong predictions.

* Underfitting can be avoided by using more data and also reducing the features by
feature selection.

Overfitting (High variance and low bias) :

* A statistical model is said to be overfitted, when we train it with a lot of data.

* When a model gets trained with so much of data, it starts learning from the noise
and inaccurate data entries in our data set.
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¢ Then the model does not categorize the data correctly, because of too many details

and noise.

* The causes of overfitting are the non-parametric and non-linear methods because
these types of machine learning algorithms have more freedom in building the
model based on the dataset and therefore they can really build unrealistic models.

* A solution to avoid overfitting is using a linear algorithm if we have linear data or
using the parameters like the maximal depth if we are using decision trees.

Two Marks Questions with Answers

Q.1  Define learning.

Ans. : Leamning is a phenomenon and process which has manifestations of various
aspects. Learning process includes gaining of new symbolic knowledge and
development of cognitive skills through instruction and practice. It is also discovery of
new facts and theories through observation and experiment.

Q.2 Define machine learning.

Ans. : A computer program is said to learn from experience E with respect to some
class of tasks T and performance measure P, if its performance at tasks in T, as
measured by P, improves with experience E.

Q.3  What is an influence of information theory on machine learning ?

Ans. : Information theory is measures of entropy and information content. Minimum
description length approaches to learning. Optimal codes and their relationship to
optimal training sequences for encoding a hypothesis.

Q.4  What is meant by target function of a learning program 7

Ans. ; Target furiction is a method for solving a problem that an Al algorithm parses
its training data to find. Once an algorithm finds its target function, that function can
be used to predict results. The function can then be used to find output data related to
inputs for real problems where, unlike training sets, outputs are not included.

Q.5 Define useful perspective on machine {earning.

Ans. ;: One useful perspective on machine learning is that it involves searching a very
large space of possible hypotheses to determine one that best fits the observed data and
any prior knowledge held by the learner.

Q.6  Describe the issues in machine learning ?

Ans. : Issues of machine learning are as follows :
e What learning algorithms to be used 7

* How much training data is sufficient ?

o When and how prior knowledge can guide the learning process ?
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e What is the best strategy for choosing a next training experience ?
o What is the best way to reduce the learning task to one or more function
approximation problems ?
o How can the learner automatically alter its representation to improve its learning
ability 7
Q.7 What is decision tree 7
Ans. : ¢ Decision tree learning is a method for approximating discreie-valued target
functions, in which the learned function is represented by a decision tree.

» A decision tree is a iree where each node represents a feature(atiribute), each
link{branch) represents a decision(rule) and each leaf represents an
outcome(categorical or continues value),

¢ A decision tree or a classification tree is a tree in which each internal node is
labeled with an input feature. The arcs coming from a node labeled with a
feature are labeled with each of the possible values of the feature,

Q.8 What are the nodes of decision tree 7

Ans. : * A decision tree has two kinds of nodes

1. Each leaf node has a class label, determined by majority vote of training
examples reaching that leaf.

2. Each internal node is a question on features. It branches out according to
the answers.
¢ Decision tree learning is a method for approximating discrete-valued target
functions. The learned function is represented by a decision tree
Q.9 Why tree pruning useful in decision tree induction 7

Ans. : When a decision tree is built, many of the branches will reflect anomalies in the
training data due to noise or outliers. Tree pruning methods address this problem of
overfitting the data. Such methods typically use statistical measures to remove the least
reliable branches.

Q.10 What is tree pruning ?

Ans. : Tree pruning attempts to identify and remove such branches, with the goal of
improving classification accuracy on unseen data

Q.11 What is RULE POST-PRUNING ?

Ans. : e It is method for finding high accuracy hypotheses.
* Rule post-pruning involves the following steps :
1. Infer decision tree from training set

2. Convert tree to rules - one rule per branch
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\ 3. Prune each rule by removing preconditions that result in improved estimated UN l"l' ll
accuracy

4. Sort the pruned rules by their estimated accuracy and consider them in this
sequence when classifying unseen instances

Q.12 Why convert the decision tree to rules before pruning ?

Supervised Learning

Ans. : ¢ Converting to rules allows distinguishing among the different contexts in
which a decision node is used.

e Converting to rules removes the distinction between attribute tests that occur

near the root of the tree and those that occur near the leaves.

o Converting to rules improves readability. Rules are often easier for to

bus
understand Sy la Z - o .
i i i Linear Regression Models : Least squares, single & multiple variadles, Bayesian (inear yegression,
R e Ec el e bRiekin atelvicorrecti|saning: gradient descent, Linear Classification Models : Discriminant fumction - Perceptron algorithm,
Ans. : A concept class C is said to be PAC learnable using a hypothesis class H if there Probabilistic discriminative model - Logistic regression, Probabi{’is.rfc generative model - Naive
exists a learning algorithm L such that for all concepts in C, for all instance Bayes, Maximum margin classifier - Support vector wmachine, Decision Tree, Random Forests
distributions D on an instance space X, Ve 8(0 < g 8 < 1) L, when given access to the
Example oracle, produces, with probability at least (1 - §), a hypothesis h from H with Contents
error no more than & , 2.1 Regression
Q.14 What Is inductive learning 7 - 2.2 Linear Classification Models
Ans. : In inductive learning, the learner is given a hypothesis space H from which it 28 Probabilistic Generative Model ,
must select an output hypothesis and a set of training examples - . 2.4 Maximum Margin Classifier : Support Vector Machine
D = {(xy, f(x1)) ... (X, , f(x;, ))] where {(x;)1s the target value for the instance x;. 2.5 Decision Tree
The desired output of the learner is a hypothesis h from H that is consistent with these 2.6 Random Forests

training examples. 2.7 Two Marks Questions with Answers

Qoo

(2-1)
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m Regression

EXER Linear Regression Models

point that we have. If we want to add another data point, but to fit it, we need to

Regression finds correlations between

Y§
dependent and independent variables. ‘
. . o Data points
If the desired output consists of one 32 (
or more confinueous variable, then the § ‘ Line of regression
task is called as regression. |5
©
Therefore, regression algorithms help g
predict continuous variables such as A

house prices, market trends, weather

o ) independeant variable
patterns, oil and gas prices eic.

] . Fig. 2.1.1 Regression
Fig. 2.1.1 shows regression.

When the targets in a dataset are real numbers, the machine learning task is
known as regression and each sample in the dataset has a real-valued output or
target.

Regression analysis is a set of statistical methods used for the estimation of
relationships between a dependent variable and one or more independent
variables. It can be utilized to assess the strength of the relationship between
variables and for modelling the future relationship between them.

The two basic types of regression are linear regression and multiple linear
regression.

Linear regression is a statistical method that allows us to summarize and study
relationships between two continuous (quantitative) variables.

The objective of a linear regression model is to find a relationship between the
input variables and a target variable.

1. One variable, denoted x, is regarded as the predictor, explanatory. or
independent variable.

2. The other variable, denoted y, is regarded as the response, outcome or
dependent variable. '

Regression models predict a continuous variable, such as the sales made on a day
or predict temperature of a city. Let's imagine that we fit a line with the training

change existing model.

This wili happen with each data point that we add to the model; hence, linear
regression isn't good for classification models.
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e Reg

ression estimates are used to explain the relationship between one de_pendent
variable and one or more independent variables. Classification predicts categorical
labels (classes), prediction models continuous - valued functions. Classification is

considered to be supervised learning.

Classifies data based on the training set and the values in a classifying attribute
and uses it in classifying new data. Prediction means models continuous - vatued

functions, i.e. predicts unknown or missing values.

The regression line gives the average relationship between the two vgriables in
mathematical form.

For two variables X and Y, there are always two lines of regression.

Regression line of X on Y Gives the best estimate for the value of X for any

specific given values ST

X = a+by
where a = X -intercept
b = Slope of the line
X = Dependent variable
Y = Independent variable

o Regression line Y on X : Gives the best estimate for the value of Y for any

speciﬁc given values of X :

Y = a+bx
where a = Y - intercept
b = Slope of the line
Y = Dependent variable
x = Independent variable

o By using the least squares method (a procedure that minimizes the vertical
deviations of plotted points surrounding a straight line) we are able to construct a
best fitting straight line to the scatter diagram points and ‘then formulate a

regression ecuation in the form of :

G- -+ DX Sias term ——"" 1

T o= Fb{x=X) X,

* Regression analysis is the art Input :ector .x:z
and science of fitting straight 2

lines to patterns of data. In a
linear regression model, the

Fig. 2.1.2
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Machine Learning 2-5 Supervised Learning
variable of interest (“dependent” variable) is predicted from k other variables - , . iy
(“independent” variables) using a linear equation. If Y denotes the dependent goodness-of-fit criterion to use to determine among all possible combinations of
] . . g ; 7

variable and X,...,X,, are the independent variables, then the assumption is that bg and by ? '
the value of Y at time t in the data sample is determined by the linear equation : o The Least Squares (LS) criterion states that the sum of the squares of er;orsdm
Y1 = Bo+BiXy + PoXor +.# By Xy +ey : minimum. The least-squares solutions yields y(x) whose elements sum to 1, but do

not ensure the outputs to be in the range [0,1].
where the betas are constants and the epsilons are independent and identically

distributed normal random variables with mean zero. ¢ How to. draw ‘such a line based
* At each split point, the “error” between the predicted value and the actual values on data points observed ? H
Is squared to get a “Sum of Squared Errors (SSE)”. The split point errors across Suppose a imaginary line of y = 4 -
the variables are compared and the variable/point yielding the lowest SSE is a + bx.

chosen as the root node/ split point. This process is recursively continued.

x3

e Imagine a vertical distance 3 -

* Error function measures how much our predictions deviate from the desired between the line and a data
answers. point E = Y - E(Y). 2 - EfY)=a + b X
1 -
Mean-squared error | n T4 (y; ~f(x; ))? o This error is the deviation of the
i=l..n data point from the imaginary 7 4
i ion line. Then what
Advantages : line, regression
o ) : ' is the best values of a and b ? A ; _
a. Training a linear regression model is usually much faster than methods such as B0, that minimizes the sum .- : e ' — X
neural networks. 0 1 2 3 4 5
of such errors.
b. Linear regression models are simple and require minimum memory to implement. =
® Deviation does not have good Fig. 2.1.4

¢. By examining the magnitude and sign of the regression coefficients you can infer

properties  for  computation.
how predictor variables affect the target outcome,

Then why do we use squares of deviation ? Let us get a and b that can minimize
‘ iati ther than the sum of deviations. This method is
Least Squares the sum of squared deviations rathe

called least squares.
* The method of least Squares is about estimating parameters by minimizing the

* Least squares method minimizes the sum of squares of errors. Such a and b are
squared discrepancies between observed data, on the one hand, and their expected

called least squares estimators i.e. estimators of parameters o, and §.

values on the other. y . ‘ . . .
Consideri hit 4 §= o+ * The process of getting parameter estimators (e.g., a and b) is called estimation.
* onsi1 erlng an arpi rary y = o+ 1”_ - _ - . S
thod of Ordinary Least Squares (OLS).
straight line, y = by +b;x, is . B, Lest squares method is the estimation me ry q __
fo be fitted through these | Pl Disadvantages of least square

data points. The question is
"Which line is the most

representative” 7 J_
* What are o

. 1. Lack robustness to outliers

& = V. ~v.=Error (residual o

S ) 2. Certain datasets unsuitable for least squares classification
the wvalues of

bpandb; such that the

resulting line "best” fits the

data points ? But, what Fig. 2.1.3

Yi 3. Decision boundary corresponds to ML solution
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_ m Fit a straight line fo the points in the table. Compute m and b by least

squares. _
| ]?'oitﬂ:s X ¥ .
o 5.00 %
S 4.25 435 ?
i 5.50 550
D 800

Solution : Represent in matrix form :

3.00 1 [450] [va]
425 1|[m 425] | vg
550 1|\ b] = 530 | ve
8.00 1 550] |vp |
‘m
o =t ATy
b
1213125 207500 ‘Tm&suﬂ "0.246'1
1207500 4.0000 L19.7500J.“L3.663J
V = AX-L |
r3.00 1] 4.50 [_0.10
_ [+35 vjfo2ss] [uas) | 046
T 1550 1]]3663]715.50 _iwo.ﬁ;sl
800 1 s.saJ | 013

m Multiple Regression

* Regression analysis is used to predict the value of one or more responses from a
set of predictors. It can also be used to estimate the linear association between the

predictors and responses. Predictors can be continuous or categorical or a mixture
of both.

* If muitiple independent variables affect the response variable, then the analysis
calls for a model different from that used for the single predictor variable. In a
situation where more than one independent factor (variable) affects the outcome of
a process, a multiple regression model is used. This is referred to as multiple
linear regression model or multivariate least squares fitting.

TECHNICAL PUBLJ‘CAT!ONS® - an up-thrust for knowledge
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e Let zy;zy::; z, be a set of r predictors believed to be related to a respornse

variable Y. The linear regression model for the i sample unit has the form

i B ottBgzatBozs, + - By Zinahes
where £ is a random error and 3;,1=0,1, ..., r are un-known regression coefficients.
s With n independent observations, we can write one model for each sample unit so
that the model is now
Y ZB+e

where Y is nx 1, Zis nx (r+1),B is(r+1)x1 and eis nx1
o In order to estimate B , we take a least squares approach that is analogous to what

we did in the simple linear regression case.

¢ In matrix form, we can arrange the data in the following form :

I xy1 Xy X1k Vi [ﬁg
1 x X X Vo R
X = 20 X2 %k y=| 7 e ﬁ_l
; Ll XNT XN2 XNk VN By |

where [3]» are the estimates of the regression coefficients.

Difference between

e

. simple regression

Simple Regression and Multiple Regression

Mulliiple .l'Egl'EﬁiiBﬂ | = !

A i e i i

| One demdmh endent variable ¥ predicted fr&m>m One fl:j.mﬁdenl variable Y predicted from a set

! indepetident variable X T of ind=pendent variables (X;, X5 ... X, )

e mgmsnnn : mrﬂ'idmf One rEgrEBsim u:'orfﬁﬂenlltlr 2ach independent

| =t of vaﬂal:u:u't i dependent R* : Proportion of variation in dependent -
s j variable Y predictable by set of _!m'l-;p-:meng_ "1 ;

o variables (X's).

L T AL e Li s

m Bayesian Linear Regression

* Bayesian linear regression allows a useful mechanism to deal with insufficient
data, or poor distributed data. It allows user to put a prior on the coefficients and
on the noise so that in the absence of data, the priors can take over. A prior is a
distribution on a parameter.

¢ If we could flip the coin an infinite number of times, inferring its bias would be
easy by the law of large numbers. However, what if we could only flip the coin a
handful of times? Would we guess that a coin is biased if we saw three heads in
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three flips, an event that happens one out of eight times with unbiased coins? The
MLE would overfit these data, inferring a coin bias of p =1.

A Bayesian approach avoids overfitting by quantifying our prior knowledge that
most coing are unbiased, that the prior on the bias parameter is peaked around
one-half. The data must overwhelm this prior belief about coins.

Bayesian methods allow us to estimate model parameters, to construct model
forecasts and to conduct model comiparisons.
caleulate explicit probabilities for hypotheses.

Bayesian learning algorithms can

Bayesian classifiers use a simple idea that the training data are utilized to caleulate
an observed probability of each class based on feature values.

When Bayesian classifier is used for unclassified data, it uses the observed
probabilities to predict the most likely class for the new features,

Each observed fraining example can incrementally decrease or increase the

- estimated probability that a hypothesis is correct.

Prior knowledge can be combined with observed data to determine the final

probability of a hypothesis. In Bayesian learning, prior knowledge is provided by

asserting a prior probability for each candidate hypotheses and a probability
distribution over observed data for each possible hypothesis,

Bayesian methods accommodate hypotheses  that probabilistic
predictions. New instances can be classified by combining the predictions of
multiple hypotheses, weighted by their probabilities,

can

Even in cases where Bayesian methods prove computationally intractable, they can
provide a standard of optimal decision making against which other practical
methods can be measured.

Uses of Bayesian classifiers are as follows :
L Used in text-based classification for finding spam or junk mail filtering,

2. Medical diagnosis.

3. Network security such as detecting illegal intrusion,

The basic procedure for implementing Bayesian Linear Regression is :

1) Specify priors for the model parameter,

i) Create a model mapping the training inputs to the training outputs,

ii) Have a Markov Chain Mente Carlo (MCMC}) algorithm draw samples from
the posterior distributions for the parameters

Machine Learning

Supervised Learning

m Gradient Descent

Goal : Solving minimization nonlinear problems through derivative information

First and second derivatives of the objective function or the constraints play an
important role in optimization. The first order derivatives are called the gradient
and the second order derivatives are called the Hessian matrix.

Derivative based optimization is also called nonlinear. Capable of determining

search directions” according to an obiective function's derivative information.

Derivative based optimization methods are used for :
1. Optimization of nonlinear neuro-fuzzy models

2, Neural network learning

3. Regression analysis in nonlinear models

Basic descent methods are as follows :
1. Steepest descent

2. Newton-Raphson method

Gradient Descent :

Gradient descent is a first-order optimization algorithm. To find a local minimum
of a function using gradient descent, one takes steps proportional to the negative
of the gradient of the function at the current point.

Gradient descent is popular for very large-scale optimization problems because it
is easy to implement, can handle black box functions, and each iteration is cheap.

Given a differentiable scalar field f (x) and an initial guess x; , gradient descent
iteraﬁvely moves the guess toward lower values of "f' by taking steps in the
direction of the negative gradient — V f (x).
Locally, the negated gradient is the steepest descent direction, ie, the direction
that x would need to move in order to decrease "f' the fastest. The algorithm
typically converges to a local minimum, but may rarely reach a saddle point, or
not move at all if x; lies at a local maximum.
The gradient will give the slope of the curve at that x and its direction will point
to an increase in the function. So we change x in the opposite direction to lower
the function value : _ .

Xke1 = 23— AVE (%)

The > 0 is a small number that forces the algorithm to make small jumps
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Limitations of Gradient Descent :

¢ Gradient descent is relatively slow close to the minimum
asymptotic rate of convergence is inferior to many other methods.

technically, its

* For poorly conditioned convex problems, gradient descent increasingly 'zigzags' as
the gradients point nearly orthogorally to the shortest direction to a minimum
point

Stespest Descent :

* Steepest descent is also known as gradient method.

e This method is based on first order Taylor series approximation of objective

function. This method is also called saddle point method. Fig. 2.1.5 shows steepest
descent method.

Fig. 2,1.5 Steepest descent method

* The Steepest Descent is the simplest of the gradient methods. The choice of
direction is where f decreases most quickly, which is in the direction opposite to

VE (x;). The search starts at an arbitrary point x0 and then go down the gradient,
until reach close to the solution.

* The method of steepest descent is the discrete analogue of gradient descent, but
the best move is computed using a local minimization rather than computing a
gradient. It is typically able to converge in few steps but it is unable to escape
local minima or plateaus in the objective function. '

¢ The gradient is everywhere perpendicular to the contour lines. After each line
minimization the new gradient is always orthogonal to the previous step direction.

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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Consequently, the iterates tend to zig-zag down the valley in a very inefficient
manner.

e The method of Steepest Descent is simple, easy to apply, and each iteration is fast.
It also very stable; if the minimum points exist, the method is guaranteed fo locate
them after at least an infinite number of iterations.

X1 Linear Classification Models

o A classification algorithm (Classifier) that makes its classification based on a linear

predictor function combining a set of weights with the feature vector.

e A linear classifier does classification decision based on the value of a linear
combination of the characteristics. Imagine that the linear classifier will merge into
'it's weights all the characteristics that define a particular class.

e Linear classifiers can represent a lot of things, but they can't represent everything.
The classic example of what they can't represent is the XOR function.

. EEXR piscriminant Function

e Linear Discriminant Analysis (LDA) is the most commonly used dimensionality
reduction technique in supervised learning. Basically, it is a preprocessing step for
pattern classification and machine learning applications. LDA is a powerful
algorithm that can be used to determine the best separation between two or more

classes.

e LDA is a supervised learning algorithm, which means that it requires a labelled
training set of data points in order to learn the linear discriminant function.

* The main purpose of LDA is to find the line or plane that best separates data
points helonging to different classes. The key idea behind LDA is that the decision
boundary should be chosen such that it maximizes the distance between the
means of the two classes while simultaneously minimizing the variance within
each class's data or within-class scatter. This criterion is known as the Fisher
criterion, '

* LDA is one of the most widely used machine learning algorithms due to its

accuracy and flexibility. LDA can be used for a variety of tasks such as

classification, dimensionality reduction, and feature selection.
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* Suppose we have two classes and we need to classify them efficiently, then using
LDA, classes are divided as follows g

Before LDA

After LDA

Fig. 2.2.1 LDA

* LDA algorithm works based on the following steps |
a) The first step is to calculate the means and standard deviation of each feature.

b) Within class scatter matrix and between class scatter matrix is calculated
<) These matrices are then used to calculate the eigenvectors and eigenvalues.

d) LDA chooses the k eigenvectors with the largest eigenvalues to form a
transformation matrix.

€) LDA uses this transformation matrix to transform the data into a new space
with k dimensions.

f) Once the transformation matrix transforms the data into new space with k

dimensions, LDA can then be used for classification or dimensionality
reduction

* Benefits of using LDA :
a) LDA is used for classification problems.
b) LDA is a powerful tool for dimensionality reduction.

¢} LDA is not susceptible to the "curse of dhnensiunality" like many other machine
learning algorithms.

Logistic Regression

* Logistic regression is a form of regression analysis in which the outcome variable
is binary or dichotomous, A statistical method used to model dichotomous or
binary outcomes using predictor variables.

* Logistic component : Instead of modeling the outcome, Y, directly, the method
models the log odds (Y) using the logistic function,

TECHNICAL PUBLICA TIONS® - an up-thrust for knowledge
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* Regression component : Methods used to quantify association between an
outcome and predictor variables. It could be used to build predictive models as a

function of predictors.

» In simple logistic regression, logistic regression with 1 predictor variable.
Logistic Regression :

P(Y)
1“(1 C P(Y)J

N

Bo + B1Xq +B2X0 +.. 4B Xy

Y = Bg+ BaXy+B2Xy ++B Xy + &

o With logistic regression, the response variable is an indicator of some
characteristic, that is, a 0/1 variable. Logistic regression is used to determine
whether other rheasurements are related to the presence of some characteristic, for
example, whether certain blood measures are predictive of having a disease.

» If analysis of covariance can be said to be a t test adjusted for other variables, then
logistic regression can be thought of
as a chi-square test for homogeneity |y Linear N\
of proportions adjusted for other -
variables. While the response
variable in a logistic regression is a I
0/1 variable, the logistic regression
equation, which is a linear equation,
does not predict the 0/1 variable 0.0 /
itself,

=3

Logistic

* Fig. 222 shows Sigmoid curve for
logistic regression.

Fig. 2.2.2

* The linear and logistic probability models are :
Linear Regression :

P = ap+ agXy+aXy +..+ap Xy
Logistic Regression :
lﬂ[p/’tl—p}} = b0+ b1X1+b2X2 +"'+kak
* The linear model assumes that the probability p is a linear function of the

regressors, while the logistic model assumes that the natural log of the odds
P/(1-p) is a linear function of the regressors.

* The major advantage of the linear model is its interpretability. In the linear model,
ifalig 0.05, that means that a one-unit increase in X1 is associated with a 5 %
point increase in the probability that Y is 1.
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o The logistic model is less interpretable. In the logistic model, if bl is 0.05, that
means that a one - unit increase in X1 is associated with a 0.05 increase in the log
odds that Y is 1. And what does that mean? I've never met anyone with any
intuition for log odds.

m Probabilistic Generative Model

o Generative models are a class of statistical models that generate new data
instances. These models are used in unsupervised machine learning to perform
tasks such as probability and likelihood estimation, modelling data points, and
distinguishing between classes using these probabilities.

o Generative models rely on the Bayes theorem to find the joint probability.
Generative models describe how data is generated using probabilistic models.
They predict P(y!x), the probability of y given x, calculating the P(xy), the
probability of x and y.

m’ Naive Bayes

¢ Naive Bayes classifiers are a family of simple probabilistic classifiers based on
applying Bayes' theorem with strong independence assumptions between the
features. It is highly scalable, requiring a number of parameters linear in the
number of variables (features/predictors) in a learning problem.

e A Naive Bayes Classifier is a program which predicts a class value given a set of
attributes.

¢ TFor each known class value,
1. Calculate probabilities for each attribute, conditional on the class value.

2. Use the product rule to obtain a joint conditional probability for the attributes.

3. Use Bayes rule to derive conditional probabilities for the class variable.
e Once this has been done for all class values, output the class with the highest
probability.
¢ Naive bayes simplifies the calculation of probabilities by assuming that the
probability of each attribute belonging to a given class value is independent of all
other attributes. This is a strong assumption but results in a fast and effective
method.

¢ The probability of a class value given a value of an attribute is called the
conditional probability. By multiplying the conditional probabilities together fo
each attribute for a given class value, we have a probability of a data instance
belonging to that class.
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Conditional Probability
e Let A and B be two events such that P(A) > 0. We denote P(B!A) the probability
of B given that A has occurred. Since A 1s known o have occurred, it becomes the
new sample space replacing the original S, From this, the definition is ,

_ P(AnB)
P(B/A) = TV
OR
P(An B) = P(A) P(B/A)

e The notation P(B | A) is read "the probability of event B given event A" It is the
probability of an event B given the occurrence of the event A,

s We say that, the probability that both A and B occur is equal to the probability
that A occurs times the probability that B occurs given that A has occurred. We
call P(B!A) the conditional probability of B given A, ie, the probability that B
will occur given that A has occurred.

s Similarly, the conditional probability of an event A, given B by,
P{Amn B)
/B) = —
P(A/B) PB)
¢ The probability P(A{B) simply reflects the fact that the probability of an event A
may depend on a second event B. If A and B are mutually exclusive AnB = ¢
and P(AIB) = 0.

* Another way to look at the conditional probability formula is :
P (First choice and second choice)

P(S irst) =
(Second/First) P {First choice)

» Conditional probability is a defined quantity and cannot be proven.

» The key to solving conditional probability problems is to :
1. Define the events.

2. Express the given information and question in probability notation.

[#%)

Apply the formula.

Joint Probability

* A joint probability is a probability that measures the likelihood that two or more
events will happen concurrently.

® If there are two independent events A and B, the probability that A and B will
occur is found by multiplying the two probabilities. Thus for two events A and B,
the special rule of multiplication shown symbolically is
P(A and B) = P(A) P(B).
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Di ative Models
¢ The general rule of multiplication is used to find the joint probability that two m Difference between Generative and Ecﬂm'"

events will occur. Symbolically, the general rule of multiplication is,
P(A and B) = P(A) P(BIA).
* The probability P(An B) is called the joint probability for two events A and B
which intersect in the sample space. Venn diagram will readily shows that
P(An B) = P(A) + P(B) - P (A U B) '

Equivalently :

P(An B} = P(A)+P(B)~P(An B)< P(A)+ P(B)

* The probability of the union of two events never exceeds the sum of the event

probabilities.

* A free diagram is very useful for portraying conditional and joint probabilities. A
tree diagram portrays outcomes that are mutually exclusive.

Bayes Theorem
¢ Bayes' theorem is a method to revise the probability of an event given additional
information. Bayes's theorem calculates a conditional probability called a posterior
or revised probability.

* Bayes' theorem is a result in probability theory that relates conditional
probabilities. If A and B denote two events, P(A|B) denotes the conditional
probability of A occurring, given that B occurs. The two condmonal probabilities
P(A|B) and P(BIA) are in general different.

¢ Bayes theorem gives a relation between P(AIB} and P(B!A). An important
application of Bayes' theorem is that it gives a rule how to update or revise the
strengths of evidence-based beliefs in light of new evidence a posteriori.

e A pnor probability is an initial probability value originally obtained before any
additional information is obtained.

* A posterior probability is a probability value that has been revised by using
additional information that is later obtained.

* Suppose that By, By, B ... B, partition the outcomes of an experiment and that A

is another event. For any number, k, with 1 Sk < n, we have the formula -
P{A/By }P(By)
P(By/A) = ~ / k

>, P(A/B;)P(B;)

i=1
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X3 Maximum Margin Classifier : Support Vector Machine

e Support Vector Machines (SVMs) 1
il j i ¥ - JLC)
are a set of supervised learning - —.
methods which learn from the -
dataset and used for — -
classification. SVM is a classifier " =
derived from statistical learning - =
. = o Class 1
theory by Vapnik and
Chervonenkis. Fig. 2.4.1 Two class probiem
* An SVM s & kind  of
large-margin classifier : It is a vecior space based machine learning method where
L *
the goal is to find =& |
decision boundary between : o © 1
: " Class 2 I
two  classes  that s o I ‘ Jotass 2
3 i ] ; <
maximally far from any - o =
it in ining d = ! - ;
point m the training data 3 e % s
* Given a set of training " = - =
Class 1 Ciass 1
examples, each marked as - -

belonging to one of two
classes, an SVM algorithm

Fig. 2.4.2 Bad decision boundary of SVM
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builds a mode] that predicts whether a new example falls into one class or ths
other. Simply speaking, we can think of an SVM model as representing the
examples as poinfs in space, mapped 8o that each of the examples of the separaty
classes are divided by a gap that is as wide as possible.

* New examples are then mapped into the same space and classified to belong tg
the class based on which side of the gap they fall on.

Two Class Problems

* Many decision boundaries can separate these two classes, Which one should we
choose ?

¢ Perceptron learning rule can be used to find any decision boundary between class,
1 and class 2.

* The line that maximizes the minimum margin is a good bet. The model class of
"hyper-planes with a margin of m" has a low VC dimension if m is big.

¢ This maximum-margin separator is determined by a subset of the data points,
Data points in this subset are called "support vectors”. It will be useful
computationally if only a small fraction of the data points are support vectors,
because we use the Support vectors to decide which side of the separator a test
case is on. : |

Example of Bad Decision Boundaries
* SVM are primarily two-class classifiers with the distinct characteristic that they
aim to find. the optimal hyperplane such that the expected generalization error is

minimized. Instead of directly minimizing the empirical risk caleulated from the
training data, SVMs perform structural risk

minimization to achieve good igh 4 I';'h -

generalization. '\_I"IHl Expected FiSi_ ,,’f:f: o
* The empirical risk is the average loss of an \1_k‘\xu — T

estimator for a finite set of data drawn from e 1‘-\ PN o

P. The idea of risk minimization is not only —

measure the performance of an estimator by ,’)\'\_

its risk, but to actually search for the i,’/ \'\_\- Empirical risk

estimator  that minimizes risk over 1 AR

distribution P. Because we don't know  Low |! =

distribution P we instead minimize Smali Large

empirical risk over a training dataset drawn
from P. This general learning technique is
called empirical risk minimization,

Complexity of function set

Fig. 2.4.3 Empirical risk

* Fig. 2.4.3 shows empirical risk.
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Good Decision Boundary : Margin Should Be Large

e The decision boundary should be as far away from the data of bOlt}.:l classes as
possible. If data points lie very close to the boundary, th§ classifier may be
consistent but is more “likely” to make errors on new m.stfances ‘from_ the.
distribution. Hence, we prefer classifiers that maximize the _mzmma! distance of

pints to the separator. -

1. i’?:iglijn {mj} : the gaI; between data points & the ciassifie-r .bopmdary. The Marg%n
ijs the minimum distance of any sample to the decision boundary. If this

hyperplane is in
the canonical
form, the margin
can be measured
by the length of
the weight vector.
The margin is
given by the
projection of the
distance between
these two points
on the direction
perpendicular to

the  hyperplane. 7
Margin of the separator is the distance between support vectors.

* denotes +1
<o denotes -1

. Class 1

Fig. 2.4.4 Good decision boundary

Margin (m) =

Hw |

2, Maximal margin classifier : a classifier in the family F that maximizes the marg.ln.
Maximizing the margin is good according to intuition and PAC theary. Implies
that only support vectors matter; other training exampiles are ignorable,

For the following figure find a linear hyperplane (decision boundary) that will
separate the data

(o]
o o
o
o]
= o
o
= =
-
B
ro e -
Flg. 24.5
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Solution : '
1. Define what an optimal hyperplane is : maximize margin 2. They maximize the margin of the decision boundary using quadratic optimization

g techniques which find the optimal hyperplane.
| 2. Extend the above definition for non-linearly separable problems : have a penalty i

term for misclassifications

3, Ability to handle large feature spaces.

4. Qverfitting cari be controlied by soft margin approach
f 1. One possible solution 2. Second possible solution | 5. When used in practice, SVM approaches frequently map the examples to a higher
By ' - _ > , dimensional space and find margin maximal hyperplanes in the mapped space,
° o © r obtaining decision boundaries which are not hyperplanes in the original space.
[s]
L . ° Babeen_ o 2 6. The most popular versions of SVMs use non-linear kernel functions and map the
- - 3 e attribute space into a higher dimensional space to facilitate finding “good" linear
L] L ) e
= - decision boundaries in the modified space.
- ! ' -
- o . = F m |
& _Bl - [PXXE] SVM Applications
| 3. Other possible solution 4. Which one is better? B1 or B2? l * SVM has been used successfully in many real-world problems,
o © 8 o 1. Text (and hypertext) categorization
o o @
5 Eii s - o | 2. Image classification
I 2fa5s ° - 2f=a - ' e
il &\‘&"";&ﬁ:;! =0 g AR 3. Bioinformatics (Protein classification, Cancer classification)
- L A - - ~~a .
o S " 4, Hand-written character recognition
- =
= = | " .o 5. Determination of SPAM email.
6. Find & hyperplana that maximizes Limitations of SVM
the margin == B1 i batlar than B2 m
B 1. It is sensitive to noise.
1 ©
o L o 2. The biggest limitation of SVM lies in the choice of the kernel.
™ gaba0 /-/ S . 3. Another Emitation is speed and size.
- o *XTD=
Wexrb=-17 m - " x‘/ 4. The optimal design for multiclass SVM classifiers is also a research area.
-
- b : .
= Y - 1 EX®A soft Margin SVM
byz
* For the very high dimensional problems common in text classification, sometimes
Fig. 2.4.6 the data are linearly separable. But in the general case they are not, and even if
3. Map data to high dimensional space where it is easier to classify with linear they are, we might prefer a solution that better separates the bulk of the data
decision surfaces : reformulate problem so that data is mapped implicitly to this while ignoring a few weird noise documents.

Space * What if the training set is not linearly separable ? Slack variables can be added to

allow misclassification of difficult or noisy examples, resulting margin called soft.

EXEN Key Properties of Support Vector Machines

* A soft-margin allows a few variables to cross into the margin or over the
1. Use a single hyperplane which subdivides the space into two half-spaces, one hyperplane, allowing misclassification,

which is occupied by Class 1 and the other by Class 2 _ * We penalize the crossover by looking at the number and distance of the

misclassifications. This is a trade off between the hyperplane violations and the
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margin size. The slack variables are bounded by some set cost. The farther they
are from the soft margin, the less influence they have on the prediction.

» All observations have an associated slack variable,
1. Slack variable = 0 then all points on the margin.

2. Slack variable > 0 then a point in the margiﬁ or on the wrong side of the
hyperplane

3. Cs the tradeoff between the slack variable penalty and the margin.

m Comparison of SVM and Neural Networks

::'%? Suppnﬁ!h’:duﬂ&um ; Nenmnghmk

? Wfﬂﬁma HW@WMM Hspaﬁ:i:n Lﬂjfemmapbulowendhzm. = t
= e

%‘ R e i._*'i . ) i ;,Gﬂﬁlﬂmﬁflﬁﬂﬁ#ﬂbﬂﬂﬂmt _

| Ve s sy n i o Vo ot sy n i dome
m.mmﬁmmiammhm Emmmngmburoffﬂddﬂnum‘mmdh}rmﬁ
immﬁﬂﬂ@rWt SN TemgWepmive L

- CEETIXIEY From the following disgram, identify which data points (1, 2, 3, 4, 53 are
:mppurt vectors (if any), slack variables on correct side of .-:Enssg'ier -:';{ :myJ and slndr
(wariables on wrong side of classifier (if anyj Mention mFm:h pmn! mﬂ! Imvz mmwurrg
. penalty and why 7 L > il AT

e
- 3
3
% o
5
i
= 5
e
e
2
o 5
i
2
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S
e
e
S
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i
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Solution :

e Data points 1 and 5 will have maximum penalty.

o Margin (m) is the gap between data points & the classifier boundary. The margin
is the minimum distance of any sample to the decision boundary. If this
hyperplane is in the canonical form, the margin can be measured by the length of
the weight vector.

¢ Maximal margin classifier : A classifier in the family F that maximizes the margin.

Maximizing the margin is good according to intuition and PAC theory. Implies
that only support vectors matter; other training examples are ignorable.

e What if the training set is not linearly separable ? Slack variables can be added to
allow misclassification of difficult or noisy examples, resulting margin called soft.

e A soft-margin allows a few variables to cross into the margin or over the
hyperplane, allowing misclassification.

o We penalize the crossover by looking at the number and distance of the
misclassifications. This is a trade off between the hyperplane violations and the
margin size. The slack variables are bounded by some set cost. The farther they
are from the soft margin, the less influence they have on the prediction.

e All observations have an associated slack variable

1. Slack variable = 0 then all points on the margin.

2. Slack variable > 0 then a point in the margin or on the wrong side of the
hyperplane.

3. Cis the tradeoff between the slack variable penalty and the margin.

m Decision Tree

* A decision tree is a simple representation for classifying examples. Decision tree
learning is one of the most successful techniques for supervised classification
learning.

* In decision analysis, a decision tree can be used to visually and explicitly represent
decisions and decision making. As the name goes, it uses a tree-like model of
decisions.

* Learned trees can also be represented as sets of if-then rules to improve human
readability.

* A decision tree has two kinds of nodes
L. Each leaf node has a class label, determined by majority vote of training
examples reaching that leaf.
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-

2. Each internal node is a question on features. It branches out according to th
answers. :
¢ Dedsion tree leamning is a method for approximating  discrete-valued targey
functions. The learned function is represented by a decision tree.

* A learmed decision tree can also be re-represented as a set of if-then rules

Decision tree iearning is one of the most widely used and practical methods for!
inductive inference,

* It is robust to noisy data and capable of learning disjunctive expressions. |

* Decision tree learning method searches a completely expressive hypothesis

m Decision Tree Representation I

* Goal : Build a decision tree for classifying examples as positive or negative
instances of a concept

* Supervised learning, batch processing of training examples, using a preference
bias.

¢ A decision tree is a free where
a. EHach non-leaf node has associated with it an attribute (feature),

b. Each leaf node has associated with it a classification (+ or -),

<. EBach arc has associated with it one of the possible values of the attribute at the
node from which the arc is directed

? Internal node denotes a test on an attribute. Branch represents an outcome of the
test. Leaf nodes represent class labels or class distribution. '

* A decision tree is a flow-chart-like tree structure, where each node denotes a test
on an attribute value, each branch fepresents an outcome of the test, and tree

leaves represent classes or class distributions. Decision trees can eacily be
converted to classification rules.

* To generate decision tree from the training tuples of data partition D.
Input : '

L. Data partition (D) 2. Attribute list 3. Attribute selection method
Algorithm ;

1. Create a node (N)

2. It hipies in D are all of the same class then

3. Return node (N) as a leaf node labeled with the class C.
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4. If attribute list is empty then return N as a leaf node labeled with the majority
class in D

5. Apply attribute selection method(D, attribute list) to find the "best” splitting
criterion;

6, Label node N with splitting criterion;

7. If splitting attribute is discrete-valued and multiway splits allowed

8. Then attribute list -> attribute list -> splitting attribute

9. For (each outcome j of splitting criterion )

10. Let D}- be the set of data tuples in D satisfying outcome j; |

11. If D; is empty then attach a leaf labeled with the majority class in D to node N;

12. Else attach the node returned by Generate decision tree(D;, attribute list} to
node N;

13. End of for loop

14. Return N;

¢ Decision tree generation consists of two phases : Tree construction and pruning

¢ In tree construction phase, all the training examples are at the root. Partition

examples recursively based on selected attributes.

In tree pruning phase, the identification and removal of branches that reflect noise
or outliers.

There are various paradigms that are used for learning binary classifiers which
include :

1. Decision Trees 2. Neural Networks

3. Bayesian Classification 4. Support Vector Machines

Fig. 2.5.1 Decision tree
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values. Also indicated in each leaf i the class distribution derived from the training set.

* Right Side : A feature tree partitions the instance space into rectangular regions,
one for each leaf.

Fig. 2.5.3

* The leaves of the tree in the above figure could be labelled, from left to right, as
ham - spam - spam, employing a simple decision rule calied majority class.

Fig. 2.5.4
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o Left side : A feature tree with training set class distribution in the leaves,
» Right side : A decision tree obtained using the majority class decision rule.

@ Appropriate Problem for Decision Tree Learning

o Decision tree learning is generally best suited to problems - with the following
characteristics :

Il

Instances are represented by attribute-value pairs. Fixed set of attributes, and
the attributes take a small number of disjoint possible values.

2. The target function has discrete output values. Decision iree learning is

appropriate for a boolean classification, but it easily extends to learning
functions with more than two possible output values.

3. Disjunctive descriptions may be required. Decision trees naturally represent

disjunctive expressions.

4. The training data may contain errors. Decision tree learning methods ate

robust to errors, both errors in classifications of the training examples and
errors in the attribute values that describe these examples.

5. The training data may contain missing attribute values, Decision tree methods

can be used even when some training examples have unknown values.

6. Decision tree learning has been applied to problems such as learning to

classify.

EXE] Advantages and Disadvantages of Decision Tree

Advantages :

1

2
3
4.
5
6

Rules are simple and easy to understand.

- Decision trees can handle both nominal and numerical attributes.

Decision trees are capable of handling datasets that may have errors.

Decision trees are capable of handling datasets that may have missing values.

. Decision trees are considered to be a nonparametric method.

- Decision trees are self-explantory.

Disadvantages :

1.

EJJ

Most of the algorithms require that the target attribute will have only discrete
values.

Some problem are difficult to solve like XOR.

Decision trees are less appropriate for estimation tasks where the goal is to predict
the value of a continuous attribute.
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4. Decision trees are prone to errors in classification problems with many class and
relatively small number of training examples.

Random Forests

* Random forest is a famous system learning set of rules that belongs to the
Supervised getting to know method. It may be used for both classification and
regression issues in ML. It is based totally on the concept of ensemble studying,
that's a process of combining multiple classifiers to solve & complex problem and
to enhance the overall performance of the model.

¢ As the call indicates, "Random forest is 2 classifier that incorporates some of
choice timber on diverse subsets of the given dataset and takes the average to
improve the predictive accuracy of that dataset." Instead of relying on one decision
tree, the random forest takes the prediction from each tree and primarily based on
most of the people's votes of predictions, and it predicts the very last output.

* The more wider variety of trees within the forest results in better accuracv and
prevents the hassle of overfitting.

EXXN How Does Random Forest Algorithm Work ?

* Random forest works in two-section first is to create the random woodland by
combining N selection trees and second is to make predictions for each tree
created inside the first segment.

¢ The working technique may be explained within the below steps and diagram :

Step - 1: Select random K statistics points from the schooling set.

Step - 2 : Build the selection
(Subsets).

trees associated with the selected information points

Step -3; Choose the wide variety N for selection trees which we want to build.

Step - 4 : Repeat step 1 and 2,

Step - 5 : For new factors, locate the bredictions of each choice tree and assign the new
records factors to the category that wins most people’s votes, ,
* The working of the set of rules may be higher understood by the underneath

example :
* Example : Suppose there may be a dataset that includes more than one fruit
photo. So, this dataset is given to the random wooded area classifier. The dataget

During the training
d while a brand new

is divided into subsets and given to every decision tree.
section, each decision tree produces a prediction end result an
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statistics point cccurs, then primarily based on the majority of consequences, the
random forest classifier predicts the final decision, Consider the underneath

picture :

£ instance

Fig. 2.6.1 Example of random forest
Appiications of Random Forest

There are specifically 4 sectors where random forest normally used :

1. Banking : Banking zone in general uses this algorithm for the identification of
loan danger. _

2. Medicine : With the assistance of this set of rules, disorder traits and risks of the
disorder may be recognized. -

3. Land use : We can perceive the areas of comparable fand use with the aid of this
algorithm.

4. Marketing
algorithm.

Marketing tendencies can be recognized by the usage of this

m Advantages of Random Forest

Randem forest is able to appearing both classification and regression responsibilities.
* It is capable of managing large datasets with high dimensjonality.

* It enhances the accuracy of the version and forestalls the overfitting trouble.
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m Dhad'ﬂ"“uﬂ of Random Forest Q.9 What is the function of 'Supervised Learning’ ?
» Although random forest can be used for both class and regression responsibilities© | aAps. : Functions of ‘Supervised Learning' are Classifications, Speech recognition,
it isn't extra appropriate for regression obligations. Regression, Predict time series and Annotate strings.

. Two Marks Questions with Answers Q.10 What are the advantages of Naive Bayes ?

' Ans. : In Naive Bayes classifier will converge quicker than discriminative models like
logistic regression, so you need less training data. The main advantage is that it can't
fearn interactions between features.

Q.1  What do you mean by least square method ?

Ans. : Least squares is a statistical method used to determine a line of best fit by
minimizing the sum of squares created by a mathematical function. A "square” is Q.11 What is regression ?
determined by squaring the distance between a data point and the regression line or

mean value of the data set Ans. : Regression is a method to determine the statistical relationship between a

dependent variable and one or more independent variables.

Q.2 What is linear Discriminant function ? - . .
Q.12 Explain linear and non-iinear regression model.

Ans. : LDA is a supervised learning algorithm, which means that it requires a labelled

. 11 i : 3
. (o, - . . . .+ In iinear regression models, the dependence of
training set of data points in order to learn the Linear Discriminant function. = & - : pen the response on the regressors is

defined by a linear function, which makes their statistical analysis mathematically
Q.3  What is a support vector in SVM ? . tractable. On the other hand, in nonlinear regression models, this dependence is

Ans. : Support vectors are data points that are closer to the hyperplane and influence defined by a nonlinear function, hence the mathematical difficulty in their analysis.

the position and orientation of the hyperplane. Using these support vectors, we Q.13 What is regression analysis used for ?

maximize the margin of the classifier. : .l - .
Ans. : Regression analysis is a form of predictive modelling technique which

Q4  What is Support Vector Machines ? ' investigates the relationship between a dependent (target) and independent variable (s)
(predictor). This technique is used for forecasting, time series modelling and finding the

Ans. : A Support Vector Machine (SVM) is a supervised machine learning model that
causal effect relationship between the variabies.

uses classification algorithms for two-group classification problems. After giving an

SVM model sets of labeled training data for each category, theyre able to categorize Q.14 List two properties of logistic regression.
new text.
Ans. :
Q.5  Define logistic regression. 1. The dependent variable in logistic regression follows Bernoulli Distribution.
Ans. : Logistic regression is supervised learning technique. It is used for predicting the 2. Estimation is done through maximum likelihood,

categorical dependent variable using a given set of independent variables.
g P g§ag p Q.15 What is the goal of iogistic regression ?

Q.6  List out types of machine learning. : . T
typ 9 Ans. : The goal of logistic regression is to correctly predict the category of outcome for
Ans. : Types of machine learning are supervised, semi-supervised, unsupervised and individual cases using the most parsimonious model. To accomplish this goal, a model
reinforcement learning. is created that includes all predictor variables that are useful in predicting the response
variable. ' .

Q.7 What is Random forest ?

Ans. : Random forest is an ensemble learning technique that combines multiple Q16 Define supervised learning.

decision trees, implementing the bagging method and results in a robust model with Ans. : Supervised learning in which the network is trained by providing it with input

low variance, _ , and matching output patterns. These input-output pairs are usually provided by an
external teacher. | '

Q8  What are the five popular aigorithms of machine learning 7
Ans. : Popular algorithms are Decision Trees, Neural Networks {(back propagation),
Probabilistic networks, Nearest Neighbor and Support vector machines.

QaaQ

®
TECHNICAL PUBLICATIONS™ - an up-thrust for knowledge TECHNICAL PUBLICATIONS® - an up-thrust for knowledge




Machine Learning 2-32

Suparvised Learning

CUNIT I

o

Ensemble Techniques
and Unsupervised Learning

Syllabus

Combining multipie learners : Model combination schemes, Voting, Ensemble Learning - bagging,
boosting, stacking. Unsupervised learning : K-means, Instance Bazed Learning : KNN, Gaussian
‘mixture models and Expectation maximization,

Contents

3.1 Combining Muitiple Learners

3.2 Ensemble Learning

3.3 Clustering

3.4 Instance Based Learning : KNN
3.5 Gaussian Mixiure Models

3.6 Two Mariks Questions with Answers
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EXB combining Multiple Learners

EXRE Model Combination Schemes

Different Input Representations : Different representations make different

1. Multiexpert combination.

When designing a learning machine, we generally make some choices like
parameters of machine, training data, representation, etc. This implies some sort g
variance in performance. For example, in a classification setting, we can use

parametric classifier or in a multilayer perceptron, we should also decide on the
number of hidden units.

Each learning algorithm dictates a certain model that comes with a set of

assumptions. This inductive bias leads to error if the assumptions do not hold fo
the data.

Different learning algorithms have different accuracies. The no free lunch theore
asserts that no single learning algorithm always achieves the best performance in
any domain. They can be combined to attain higher accuracy.

averaging multiple models, where taking a weighted average improves the
accuracy.

1. Generating Diverse Learners :
Different Algorithms : We can use different learning algorithms to train different

Different Hyper-parameters : We can use the same learning algorithm but use i
with different hyper-parameters,

characteristics explicit allowing better identification.

Different Training Sets : Another possibility is to train different base-learners by
different subsets of the training set

Different methods are used for generating final output for multiple base learners
are Multiexpert and multistage combination,
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Multiexpert combination methods have base-IeaTners that work in parallel, t

a) Global approach (learner fusion) : given an mput,'aii base-leamers generate an
' output and all these outpuis are used, such as voting and stacking |

b) Local approach (learmer selection) : in mixture of experts, there is a gating
| model, which looks at the input and chooses one {or very few) of the learners

as responsible for generating the output. ‘ P

Mulitistage combination : Multistage combination me‘thods. use a.serial approac
where the next multistage combination base-learner is trained with or tested on
only the instances where the previous base-learners are not accurate enough.

Let's assume that we want to construct a function that maps inputs to outputs
from a set of known N, ;. input-output pairs.
Let's assume that we want to construct a function that maps inputs o outputs

from a set of known N ,.;, input-output pairs.
Nirai
Dyain = g, yh"
where x; € X is a D dimensional feature input vector, y; € Y is the output,
Classification : When the output takes values in a discrete set of class Iab.els
Y = {¢y;cp;... ¢k, where K is the number of different classes. Regression consists
= FRD sy

in predicting continuous ordered outputs, Y = R,

EXE] voting

The simplest way to combine multiple classifiers is by V(fting, which corresporllds
to taking a linear combination of the learners. Voting is an ensemble machine
learning algorithm. ' |

For regression, a voting ensemble involves making a prediction that is the average
of multiple other regression models. '

In classification, a hard voting ensemble
involves summing the votes for crisp
class labels from other models and
predicting the class with the most votes.
A soft voting ensemble involves
summing the predicted probabilities for
class labels and predicting the class label
with the largest sum probability.

Fig. 3.1.1 shows Base-learners with their
X
outputs.

Fig. 3.1.1 Base-learners with their
outputs
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] '

* When combining multip
least more accurate than random guessing,
and correct decisions are reinforced. Human

In this methods, the first step is to create multiple classification /regression models
using some training dataset. Each base mod

of the same training dataset and same al
different algorithms, or any other method.

el can be created using different splits
gorithm, or using the same dataset with

Learn multiple alternative definitions of a co
different learning algorithms. It combines
using weighted voting.

neept using different training data or
decisions of multiple definitions, e.g.

Fig. 3.1.2 shows general idea of Base-learners with model combiner.

bea fn'e_ LM

Fig. 3.1.2

le independent and diverse decisions each of which is at
random errors cancel each other out,
ensembles are demonstrably better.
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3-5 Ensemble Techniques and Unsupervised Learning

Use a single, arbitrary learning algorithm but manipulate training data to make it
learn multiple models.

Error-Correcting Output Codes

In Error-Correcting Output Codes main classification. task is defined in terms of a
number of subtasks that are implemented by the base-learners. The idea is that the
original task of separating one class from all other classes may be a difficult
problem.

So, we want to define a set of simpler classification problems, each specializing in
ontp aspect of the task, and combining these simpler classifiers, we ‘get the final
classifier.

Base-learners are binary classifiers having output — 1/ + 1, and there is a code
matrix W of K x L. whose K rows are the binary codes of classes in terms of the L

base-learners dg-.
Code matrix W codes classes in terms of learners

Omne per class L = K
[-1-1 =i L et

i Sl = =
T R
S B RS 5 U

The problem here is that if there is an error with one of the base-learners, ther§
may be a misclassification because the class code words are so similar. So the
ap;;roach in error-correcting codes is to have L > K and increase the Hamming
distance between the code words.

One possibility is pairwise separation of classes where there is a separate
base-learner to separate C, from G, fori <.

Pairwise L = K(K - 1)/2
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3-7 Ensemble Techniques and Unsupervised Learning

* Full code L = 2K-1) 4

I'—_l -1 -1 -1 1 -1 -1

_,—1 -1 -1 +1 +1 +1 +1

,i-—l +1 +1 <1 -1 +1 +1

I+ -1 41 -1 41 -1 41

¢ With reasonable L, find W such that the Hamming distance between rows and
between columns are maximized.

* Voting scheme are

L
vi = Y Wyd,
j=1

and then we choose the class with the highest Y;.
* One problem with ECOC is that because the code matrix W is set a priori, there is
no guarantee that the subtasks as defined by the columns of W will be simple,

EE] Ensemble Learning

* The idea of ensemble learning is to employ multiple learners and combine their
predictions. If we have a committee of M models with uncorrelated errors, simply
by averaging them the average error of a model can be reduced by a factor of M.

* Unfortunately, the key assumption that the errors due to the individual models are
uncorrelated is unrealistic; in practice, the errors are typically highly correlated, so
the reduction in overall error is generally small.

* Ensemble modeling is the process of running two or more related but different
analytical models and then synthesizing the results into a single score or spread in

order to improve the accuracy of predictive analytics and data mining
applications.

* Ensembies of classifiers is a set of classifiers whose individual decisions combined
in some way to classify new examples,

* Ensemble methods combine several decision trees classifiers to produce better
predictive performance than a single decision tree classifier. The main principle
behind the ensemble model is that a group of weak learners come together to
form a strong learner, thus increasing the accuracy of the model.

11 ' * Why do ensemble methods work ?

* Based on one of two basic observations :
‘ 1. Variance reduction : If the training sets are completely independent, it will
| always helps to average an ensemble because this will reduce variance without
affecting bias (e.g, bagging) and reduce sensitivity to individual data points,

TECHNICAL PUBLICA TIONS® - an up-thrust for knowlsdge

2. Bias reduction : For simple models, average of models has much greater

capacity than single model Averaging models can reduce bias substantially by
increasing capacity and control variance by Citting one component at a time.

I
[EEX] Bagging

Bagging is also called Bootstrap aggregating. Bagging and boosting are
meta - algorithms that pool decisions from multiple classifiers, It creates ensembles

by repeatedly randemly resampling the training data.

Bagging was the first effective method of ensemble Iejarn{ing and .is one of the
simplest methods of arching. The meta - algorithm, which is a s.pemai case of lthe
model averaging, was originally designed for classification and is usually applied
to decision tree models, but it can be used with any type of model for
classification or regression.

Ensemble classifiers such as bagging, boosting and model averaging are known to
have improved accuracy and robustness over a single model Alth.m?gh
unsupervised models, such as clustering, do not directly generate lal_aelv prediction
for each individual, they provide useful constraints for the joint prediction of a set
of related objects.

For given a training set of size n, create m samples of size n by drawi.ng n
examples from the original data, with replacement. Each bootstrap sample. will on
average contain 63.2 % of the unique training examples, the rest are replicates. It
combines. the m resulting models using simple majority vote.

In particular, on each round, the base learner is trained on what is often cailec'i a
‘bootstrap replicate” of the original training set. Suppose the training set cons‘zsts
of n examples. Then a bootstrap replicate is a new training set that also consists
of n examples, and which is formed by repeatedly selecting uniformly at random
and with replacement n examples from the original training set. This rnear.ts that
the same example may appear multiple times in the bootstrap replicate, or it may
appear not at all. ‘

It also decreases error by decreasing the variance in the results due to umstable
learners, algorithms (like decision trees) whose output can change dramatically
when the training data is slightly changed.

Pseudocode :
1. Given training data (xq, y4), ..., (X, Ym)
2. Port=1,.,T:

a. Form bootstrap replicate dataset S, by selecting m random examples from
the training set with replacement.
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b. Let h, be the result of training base learning algorithm on S, .
3. Qutput combined classifier :
HO)= majority (h dx), .. hp(x))
Bagging Steps H

L. Suppose there are N observations and M features in training data set. A sample
from training data set is taken randomly with replacement.

3

. A subset of M features is selected randomly and whichever feature gives the begf
spiit is used to split the node iteratively.

3. The tree is grown to the largest.
4. Above steps are repeated n times and prediction is given based on the aggregation
of predictions from n number of trees,
Advantages of Bagging :

1. Reduces over - fitting of the model.

-3

- Handles higher dimensionality data very well,

3. Maintains accuracy for missing data.

Disadvantages of Bagging :

L. Since final prediction is based on the mean predictions from subset trees, it won'
give precise values for the classification and regression model. '

EEE] Boosting

® Boosting is a very different method to generate multiple predictions (functior
estimates) and combine them linearly. Boosting refers to a general and provably
effective method of prodticing a very accurate classifier by combining rough and
moderately inaccurate rules of thumb.

* Originally developed by computational learning theorists to guarantee performance
improvements on fitting training data for a weak learner that only needs to
generate a hypothesis with a training accuracy greater than 0.5. Final result is the
weighted sum of the results of weak classifiers,

* A learner is weak if it produces a classifier that is only slightly better than rando
guessing, while a learner is said to be strong if it produces a classifier tha
achieves a low error with high confidence for a given concept.

¢ Revised to be a practical algorithm, AdaBoost, for building ensembles that
empirically improves generalization performance. Examples are given weights. At

Ensemble Techniquss and Unsuparvised Lesm ..;' Machine Learning
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each iteration, a new hypothesis is learned and the examples are reweighted to
focus the system on examples that the most recently learned classifier got wrong,.

Boosting is a bias reduction technique. It typically improves the performance of a
singlé tree model. A reason for this is that we often cannot construct trees which
are sufficiently large due to thinning out of observations in the terminal nodes.

Boosting is then a device to come up with a more complex solution by taking
linear combination of trees. In presence of high - dimensional predictors, boosting
is also very useful as a regularization technique for additive or interaction

modeling. |
To begin, we define an algorithm for finding the rules of thumb, which we ca.ll a
weak learner. The boosting algorithm repeatedly calls this weak learner, each time
feeding it a different distribution over the training data. Each cali generates a
weak classifier and we must combine all of these into a single classifier that,
hopetully, is much more accurate than any one of the rules.

® Train a set of weak hypotheses : hy,...,hy. The combined hypothesis H is a

weighted majority vote of the T weak hypotheses. During the training, focus on
the examples that are misclassified.

(:_ Training sample ) — fy

T
(;WEMMWEPHD —= Ny

\\QH
’
..... /
( Weightsd sampis ) —» -

Fig. 3.2.1

AdaBoost :

* AdaBoost, short for "Adaptive Boosting”, is a machine learning meta - algorithm
formulated by Yoav Freund and Robert Schapire who won the prestigious "Gédel
Prize" in 2003 for their work. It can be used in conjunction with many other types
of learning algorithms to improve their performance.

* It can be used to learn weak classifiers and final classification based on weighted
vote of weak classifiers.

® It is hinear classifier with all its desirable properties. It has good generalization
properties,
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* To use the weak learner to form a highly accurate prediction rule by calling the
weak learner repeatedly on different distributions over the training examples.

* Initially, ail weights are set equally, but each round the weights of incorrectly
classified examples are increased so that those observations that the previously
classifier poorly predicts receive greater weight on the next iteration.

* Advantages of AdaBoost :
L Very simple to implement

2. Fairly good generalization
3. The prior error need not be known ahead of time.
Disadvantages of AdaBoost :

1. Suboptimal solution

2. Can over fit in presence of noise.

Boosting Steps :

1. Draw a random subset of training samples di without replacement from the
training set D to train a weak learner C1

2. Draw second random training subset d2 without replacement from the training set
and add 50 percent of the samples that were
classified/misclassified to train a weak learner C2

3. Find the training samples d3 in the training set D on which C1 and C2 disagree to
train a third weak learner C3 :

previously  falsely

4. Combine all the weak learners via majority voting.

Advantages of Boosting :
L. Supports different loss function.

| 2, Works well with interactions.

Disadvantages of Boosting :
I ‘ 1. Prone to over-fitting,

2, Réquires careful tuning of different hyper - parameters.

E¥EY stacking |

* Stacking, sometimes called stacked generalization, is an ensemble machine learning
method that combines multiple heterogeneous base or component models via a
meta-model.

3-11 Ensemble Techniques and Unsuparvised Learning
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The base model is trained on the complete training data, and then the meta-model
is trained on the predictions of the base models. The advantage of stacking is the
ability to explore the solution space with different models in the same problem.

The stacking based model can be visualized in levels and has at least two levels of

the models. The first level typically trains the two or more base leax_:ners(can be

heterogeneous) and the second level might be a single meta learner that utilizes

the base models predictions as input and gives the final result as output. A

stacked model carr have more than two such levels but increasing the levels

doesn't always guarantee better performance.

* In the classification tasks, often logistic regression is used as a meta learner, while
linear regression is more suitable as a meta learner for regression-based tasks.

e Stacking is concerned with combining multiple classifiers generated by different
learning algorithms L.,...,Ly on a single dataset S, which is composed by a
feature vector 5; ={(xj,t;} :

» The stacking process can be broken into two phases :

1. Generate a set of base - level classifiers Cy,...,Cy where C; = L(S)

2. Train a meta - level classifier to combine the outputs of the base - level

classifiers.
e Fig. 3.2.2 shows stacking frame,

Training set

1.4 2|3

Hypotheses -—Training observations

Predictions on
lraining observations

Meta learner's
hypothesis

Final prediction ..

Fig. 3.2.2 Stacking frame
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h
* The training set for the mets - level classifier is generated through a leave - one

out cross validation process,
Vi = 1, .., nand Vi =1,

Li(S-s;)

* The leamed classifiers are then used to generate predictions for s,

P91 = Clexp)

* The meta - level dataset consists of examples of the form ((jf]}(,...,ff}1 ) Vi) where

J 1
the features are the predictions of the base - leve] classifiers and the class i the
correct class of the example in hand.

* Why do ensemble methods work ?

* Based on one of two basic observations - )
L. Variance reduction : i the training sets are completely independent, it wil]
always helps to average an ensemble because this will reduce variance without
affecting bias (e.g. - bagging) and reduce sensitivity to individual data points,

2. Bias reduction : For simple models, average of models has much greater
capacity than single model Averaging models can reduce bias substantially by
increasing Capacity and control variance by Citting one component at a time.

Adaboost

* AdaBoost also referred to as adaptive boosting
is a method in Machine Learning used as an
ensemble method. The maximum not unusual
algorithm used with AdaBoost is selection trees
with one stage meaning with decision trees with
most effective 1 split. These trees also are
referred to as decision stumps,

Fig. 3.2.3 Adaboost

* The working of the AdaBoost version follows
the beneath-referred to path :

» Creation of the base learner.
= Calculation of the total error via the beneath formulation,
® Caleulation of performance of the decision stumps.

» Updating the weights in line with the misclassified factors,

Creation of a new database :

AdaBoost ensemble :

* In the ensemble approach, we upload the susceptible fashions sequentially and
then teach them the use of weighted schooling records.

——
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e We hold to iterate the process till we gain the advent of a pre-set range of
vulnerable learners or we can not look at further improvement at the dataset. At
the end of the algorithm, we are left with some vulnerable learners with a stage

fee.

[EBX] Ditference between Bagging and Boosting
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XY ciustering

* Given a set of objects, place them in groups such that the objects in a group are
similar (or related) to one another and different from (or unrelated to) the objects
in other groups.

* Cluster analysis can be a powerful data-mining tool for any organization that
needs to identity discrete groups of customers, sales transactions, or other types of
behaviors and things. For exampie, insurance providers use cluster analysis to
detect fraudulent claims and banks used it for credit scoring.

* Cluster analysis uses mathematical models to discover groups of similar customers
based on the smallest variations among customers within each group.

* Cluster is a group of objects that belong to the same class. In another words the
similar object are grouped in one cluster and dissimilar are grouped in other

cluster.

* Clustering is a process of partitioning a set of data in a set of meaningful
subclasses, Every data in the sub class shares & common trait. It helps a user
understand the natural grouping or structure in a data set.

* Various types of clustering methods are partitioning methods, hierarchical
clustering, fuzzy clustering, density based clustering and model based clustering.

* Cluster anlysis is process of grouping a set of data objects into clusters,
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* Desirable properties of a clustering algorithm are as follows : basically a statistical description of the cluster centroids with the number of

b -4

A

Bt

e ey
R

Fig. 3.3.1
1. Scalability (in terms of both time and space)
2. Ability to deal with different data types
3. Minimal requirements for domain knowledge to determine input parameters.

4. Interpretability and usability.

Clustering of data is a method by which large sets of data are grouped intg
clusters of smaller sets of similar data. Clustering can be considered the mos
important unspervised learning problem.

- A cluster is therefore a collection of objects which are "similar” between them and
are dissimilar” to the objects belonging to other clusters. Fig. 3.3.1 shows cluster.

In this case we easily identify the 4 clusters into which the data can be divided:
the similarity criterion is distance : two or more objects belong to the same cluster
if they are "close” according to a given distance (in this case geometrical distance),
This is called distance-based clustering.

T e T
Clustering algorithm.

S

Fig. 3.3.2

Clustering means grouping of data or dividing a large
data set into smaller data sets of some similarity.

Centroid

A clustering algorithm attempts to find natural groups Y
components or data based on some similarity. Also, the el
clustering algorithm finds the centroid of a group of 8

data sets, o

To determine cluster membership, most algorithms °
evaluate the distance between. a point and the cluster
centroids. The output from a clustering algorithm is

TECHNICAL PUBLICA T!ONS® - ah up-thrust for knowledge

components in each cluster.

Cluster centroid : The centroid of a cluster is a point whose parameter values are
the mean of the parameter values of all the points in the cluster. Each cluster has
a well defined centroid.

Distance : The distance between two points is taken as a common metric to as see
the similarity among the components of population. The commonly used distance
measure is the euclidean metric which defines the distance between two points

p=(p1.p2...) and q =(q1,45,...)is given by,
K
d = X(pi-qs)?
i= ]

The goal of clustering is to determine the intrinsic grouping in a set of unlableled
data. But how to decide what constitutes a good clustering ? It can be shown that
there is no absolute "best" criterion which would be independent of the final aim
of the clustering. Consequently, it is the user which must supply criterion, in such
a way that the result of the clustering will suit their needs.

Clustering analysis helps construct meaninful partitioning of a large set of objects
Cluster analysis has been widely used in numerous applications, including pattern
recognition, data analysis, image processing etc.

Clustering algorithms may be classified as listed below :

L Exclusive clustering

2. Overlapping clustering

3. Hierarchical clustering

4. Probabilisitic clustering, -

A good clustering method will produce high quality clusters high intra - class
similarlity and low inter - class similarity. The quality of a clustering result
depends on both the similarity measure used by the method and its

implementation, The quality of a clustering method is also measured by it's ability
to discover some or all of the hidden patterns.

Clustering techniques types : The major clustering techniques are,
a) Partitioning methods '

b) Hierarchical methods
c) Density - based methods.
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EXRN Unsupervised Learning : K-means

* K-Means clustering is heuristic method. Here each cluster is represented by the
center of the cluster. "K" stands for number of clusters, it is typically a user input
to the algorithm; some criteria can be used to automatically estimate K.

* This method initially takes the number of components of the population equal to
the final required number of clusters. In this step itself the final required number
of clusters is chosen such that the points are mutually farthest apart.

¢ Next, it examines each component in the population and assigns it to one of the
clusters depending on the minimum distance. The centroid's position s
recalculated everytime a component is added to the cluster and this continues
until all the components are grouped into the final required number of clusters,

* Given K, the K-means algorithm consists of four steps :
1. Select initial centroids at random.
2. Assign each object to the cluster with the nearest centroid.
3. Compute each centroid as the mean of the objects assigned to it,
4. Repeat previous 2 steps until no change.
* The xy,..,xy are data points or vectors of observations. Each observation

(vector x;) will be assigned to one and only one cluster. The C(i) denotes cluster
number for the i™ observation, K-means minimizes within-cluster point scatter :

' K
1
MO = S B SRy X =x; ||?
K=1C@H=K C(=K .
K K
= XNk X x-mg |2
| Ke=1] Clj=K
' where
my is the mean vector of the K™ cluster.
” N is the number of observations in K cluster.

K-Means Algorithm Properties
1. There are always K clusters.

. There is always at least one item in each cluster.

2
3. The clusters are non-hierarchical and they do not overlap. -
4

- Every member of a cluster is closer to its cluster than any other cluster because
closeness does not always involve the 'center’ of clusters.
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The K-Means Algorithm Process |
1. The dataset is partitioned into K clusters and the data points are randomly
= assigned to the clusters resulting in clusters that have roughly the same number of

data points.

2. For each data point.
Calculate the distance from the data point to each cluster.

a.
b. If the data point is closest to its own cluster, leave it where it is.
c. It the data point is not closest to its own cluster, miove it into the closest

cluster. ,
3. Repeat the above step until a complete pass through all the data points results in
. no data point moving from one cluster to another. At this point the clusters are
stable and the clustering process ends.
4. The choice of initial partition can greatly affect the final clusters that result, in
terms of inter - cluster and intracluster distances and cohesion.
K-means algorithm is iterative in nature. It converges, however only a local
minimum is obtained. It works only for numerical data. This method easy to
implement,
» Advantages of K-Means Algorithm :
1. Efficient in computation
2. Easy to implement.
s Weaknesses
1. Applicable oniv when mea is defined.
2. Need to specify K, the number of clusters, in advance.
3. Trouble with noisy data and outliers.
4

Not suitable to discover clusters with non-convex shapes.

EX} Instance Based Learning : kNN

* k-Nearest Neighbour is one of the only Machine Learning algorithms based totally
On supervised learning approach.

* kNN algorithm assumes the similarity between the brand new case/facts anfi
available instances and placed the brand new case into the category that is
maximum similar to the to be had classes.

¢ KNN set of rules shops all of the to be had facts and classifies a new statistics
point based at the similarity. This means when new data seems then it may be
effortlessly categorised into a properly suite class by using k-NN aigorithm.

- an up-thrust for knowiedge
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‘ f g e Does kNN Work ?
* k-NN set of rules can be used for regression as well as for classification howevs m How 1 e
b ANERE i i is Of algorithm :
normally it's miles used for the classification troubles, s The k-NN working can be explained on the basis of the below g

* k-NNis a flon-parametric algorithm, because of this it does no loenger makes any

Step - 1 : Select the wide variety k of the acquaintances.
assumption on underlying data, p

: : lidean distance of k variety of friends.
* It is also referred to as 4 lazy learner set of rules because it does no longe;: Step - 2 : Calculate the Eucli

research from the training set immediately as a substitute it shops the dataset and : Take the k nearest neighbors as accor ding to the calculated Buclidean

-3:
at the time of class, jt plays an movement at the dataset, S.tep
- distance.

similar to the brand new data. class.

; which the quanti
* Example : Suppose, we've an picture of a creature that looks much like cat andt gtep - 5 : Assign the brand new records points to that category for q ty
dog, but we want to know both it is'a cat or dog. So for this identity, we are abls of the neighbor is maximum.

to use the kNN algorithm, because it works on a similarity degree. Our _

. 1 ds the similar £ £ th et the cats and d Step - 6 : Our model is ready. T i il
version will discover the Sunilar features of the new acts set to the cats an 0gs e Suppose we've got a brand new information peoint and we want to place it in the
snap shots and primarily based on the most similar functions it will place it in required category. Consider the under image
both cat or canine class, ‘

Xz h
EXXR Why Do We Neeg kNN ? N
<
* Suppose there are two categories, i.e,, Category A and category B and we've 3 @ o 4
brand new statistics point x1, so this fact point will lie within of thege classes. To & &
solve this sort of problem, we need a k-NN set of rules. With the help of k-NN Category B
we will without difficulty discover the category or class of a selected dataset. & ¢
Consider the underneath diagram : & PN New data
& @ point
X2 . XZ @ é
t $
0 .O @ OQ ® Category A
@ o © & o © .
AP ooy 5 -l 0 1
o \ - | ® \ s Fig. 3.4.2 KNN example
] @
& ; . :
o g, Mo data poin N | Oog o New data poin; * Firstly, we are able to pick the number of friends, so we are able to select the
| RN D) @ o assigned to 1
© . : ; o category 1 ok = 5. : STl
| — | Calegory A - Catsgory A — * Next, we will calculate the Buclidean distance between the facts pomfjs.- . ie
X & Euclidean distance is the gap between points, which we've got already studied in
Before k-NN After k-NN

geometry. It may be calculated as :
’ Fig. 3.4.1 Why do we need kNN 7

——
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— ac
Xz ‘
' ¢
. il A o <> ghbours
Category A : 3 ngi
I a : & i Category B : 2 nelghbours
: &
| A A ¢
I |I E A A Category B
L A
I| ¢ . New data
I & $ noint
[ Best hyperplane ¢
© olog ¢
a L 4
0 Catsgory A
A | X
| Fig. 3.4.4 kNN example continue
| Y -
i 1l r

* As we are able to see the three nearest acquaintances are from category A,
- subsequently this new fact point must belong to category A.

2 2
Euclidean distance betwesn Ajand B, = \/(Xz =Xl Y=Yy

Fig. 3.4.3 kNN exampfe continue

u * By calculating the Euclidean distance we
|| nearest neighbours in cate

the underneath ima ge.

got the nearest acquaintances, as 3
gory A and two nearest associates in class B. Consider

- TECHNICAL PUBLICA TIONS®
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Gaussian Mixture Models

* Gaussian mixture models is a "soft" clustering algorithm, where each point
probabilistically "belongs" to all clusters. This is different than k-means where each
point belongs to one cluster,

® The Gaussian mixture model is a probabilistic model that assumes all the dat;
points are generated from a mix of Gaussian distributions with unknow
parameters,

* For example, in modeling human height data, height is typically modeled as g
normal distribution for each gender with a mean of approximately 5'10" for males
and 55" for females. Given only the height data and not the gender assignment
for each data point, the distribution of all heights would follow the sum of twg

——

scaled (different variance) and shifted (different mean) normal distributions. A
model making this assumption is an example of a Gaussian mixture model.

~ * Gaussian mixture models do not rigidly classify each and every instance into on
class or the other. The algorithm attempts to produce K-Gaussian distributions tha
would take into account the entire training space. Every point can be associated
with one or more distributions. Consequently, the deterministic factor would be
- the probability that each point belongs to a certain Gaussian distribution.

~* Gaussian mixture model consists of two parts : Mean vectors and covariance
maftrices.

* A Gaussian distribution is defined as a continucus probability distribution that
takes on a bell-shaped curve. Another name for Gaussian distribution is th
normal distribution.

* In a one dimensional space, the probability density function of a Gaussia
distribution is given by :
()2
1 _ ey

e 20‘2

f(x|u, 62) =

V2ol

where y is the mean and 672 is the variance
* Gaussian mixture models can be used for a variety of use cases, including
identifying customer segments, detecting fraudulent activity and clustering images

* GMMs have a variety of real-world applications. Some of them are listed below,
a) Used for signal processing '

b) Used for customer churn analysis

¢) Used for language identification

TECHNICAL PUBLICA TIONS® - an up-thrust for knowlsdge

d) Used in video géme industry

e) Genre classification of songs.

Expectation - Maximization

[n Gaussian mixture models, an expectation - maximization method is a powerful
tool for estimating the parameters of a Gaussian mixture model. The expectation
is termed E and maximization is termed M.

Expectation is used to find the Gaussian parameters which are used to represent
each component of Gaussian mixture models. Maximization is termed M and it is
involved in determining whether new data points can be added or not.

The Expectation-Maximization (EM) algorithm  is used in maximum likelihood
estimation where the problem involves two sets of random variables of which one,
X, is observable and the other Z, is hidden.

The goal of the algorithm is to find the parameter vector ¢ that maximizes the
likelihood of the observed values of X, L(¢| X).

But in cases where this is not feasible, we associate the extra hidden variables Z

and express the underlying model using both, to maximize the likelihood of the
joint distribution of X and Z, the complete likelihood L (61X, 2).

EM Algorithm

Expectation-Maximization (EM) is an iterative method used te find maximum
likelihood estimates of parameters in probabilistic models, where the model
depends on unobserved, also called latent, variables.

EM alternates between performing an expectation (E) step, which computes an
expectation of the likelihood by including the latent variables as if they were
observed, and maximization (M) step, which computes the maximum likelihood
estimates of the parameters by maximizing the expected likelihood found in the E
step. .

The parameters found on the M step are then used to start another E step, and the
Process is repeated until some criterion is satisfied. EM is frequently used for data
clustering like for example in Gaussian mixtures.

In the Expectation step, find the expected values of the latent variables (here you
need to use the current parameter values),

In the Maximization step, first plug in the expected values of the latent variables

in the log-likelihood of the augmented data. Then maximize this log-likelihood to
Ieevaluate the parameters.
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O Expecﬁﬁnn—hiaxinﬂzaﬁun (EM) is a technique used in point estimation. Given
set of observable variables X and unknown (latent) variables Z we want
estimate parameters 8 in a model.

* The Expectation Maximization (EM) algorithm is a widely used maximyy
likeli-hood estimation procedure for statistical models when the values of some ¢
the variables in the model are not observed

* The EM algorithm is an elegant and powerful method for finding the maximuy
likelihood of models with hidden variables. The key concept in the EM algorithy
is that it iterates between the expectation step (E-step) and maximization stey
{M-step} until convergence.

* In the E-step, the algorithm estimates the posterior distribution of the hidde
variables Q given the observed data and the current parameter settings; and in thy
M-step the algorithm calculates the ML parameter settings with Q fixed.

* At the end of each iteration the lower bound on the likelihood is optimized for thy
given parameter setting (M-step) and the likelihood is set to that bound (E-step)
which guarantees an increase in the likelihood and convergence to a locy)
maximum, or globa! maximum if the likelihood function is unimodal.

* Generally, EM works best when the fraction of missing information is small ang
the dimensionality of the data is not too large. EM can require many iterations
and higher dimensionality can dramatically slow down the E-step.

* EM is useful for several reasons: conceptual simplicity, ease of implementatiog
and the fact that each iteration improves /{(8). The rate of convergence on the firsl
few steps is typically quite good, but can become excruciatingly slow as yoy
approach local optima.

* Sometimes the M-step is a constrained maximization, which means that there as
constraints on valid solutions not encoded in the function itself.

* Expectation maximization is an effective technique that is often used in dal
analysis to manage missing data. Indeed, expectation maximization overcon
some of the Limitations of other techniques, such as mean substitution _
regression substitution. These alternative techniques generate biased estimates-and)
specifically, underestimate the standard errors.  Expectation  maximizatio
overcomes this problem. ‘

EXA Two Marks Questions with Answers

Q.1 What is unsupervised learning ?

Ans. : In an unsupervised learning, the network adapts purely in response to its
inputs. Such networks can learn to pick out structure in their input.
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Q.2 What is seml-supervised learning ?

Ans. : Semi-supervised learning uses both labeled and unlabeled data to improve
supervised learning.

Q.3 What is ensemble method ?

Ans. : Ensemble methods is a machine learning technique that combines several base
models in order to produce one optimal predictive model. It combine the insights
obtained from muliiple learning models to facilitate accurate and improved decisions.

Q4 What is cluster ?
Ans. : Cluster is a group of objects that belong to the same class. In other words the
similar object are grouped in one cluster and dissimilar are grouped in other cluster.

Q.5 Explain clustering.

Ans. : Clustering is a process of partitioning a set of data in a set of meaningful
subclasses. Every data in the subclass shares a common trait. It helps a user understand
the natural grouping or structure in a data set.

Q.6 What is bagging ?

Ans. : Bagging is also known as Bootstrap aggregation, ensemble method works by
training multiple models independently and combining later to result in a strong

maodel.

Q.7 Define boosting.

Ans. : Boosting refers to a group of algorithms that utilize weighted averages to make
weak learning algorithms stronger learning algorithms

Q.8 What is k-Nearest Neighbour Methods 7

Ans.: o The Kk-Nearest Neighbor (KNN) is a classical classification method and

requires no training effort, critically depends on the quality of the distance
measures among examples.
* The kNN classifier uses mahalanobis distance function, A sample is classified
according to the majority vote of the its nearest k training samples in the
feature space. Distance of a sample to its neighbors is defined using a
distance function. -
Q.8  Which are the performance factors that influence kNN algorithm ?
Ans. : The performance of the kNN algorithm is influenced by three main factors :
1. The distance function or distance metric used to determine the nearest
neighbors.

2. The decision rule used to derive a classification from the k-nearest neighbors.

L3 The number of neighbors used to classify the new example.
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Q.20 What Is K-means clustering ?

Ans. : k-means clustering is heuristic method. Here each cluster is represented by the |
center of the cluster. The k-means algorithm takes the input parameter, k, and |
partitions a set of n objects into k-clusters so that the resulting intracluster similarity is
high but the intercluster similarity is low.

Q.11  List the properties of K-Means algorithm,
Ans. : 1. There are always k clusters.

2. There is always at least one item in each cluster.

3. The clusters are non-hierarchical and they do not overlap.
Q.12 - What s stacking ?

Ans. : Stacking, sometimes called stacked generalization, is an ensemble machine
learning method that combines multiple heterogeneous base or component models via
a meta-model.

Q.13 How do GMMs differentiate from K-means clustering ?

Ans. : GMMs and K-means, both are clustering algorithms used for unsupervised
learning tasks. However, the basic difference between the is that k-means is a
distance-based clustering method while GMMs is a distribution based clustering |
method.

Qa
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Perceptron

* The perceptron is a feed-forward network with one output neuron that learns a
separating hyper-plane in a pattern space.

* The "n" linear Fx neurons feed forward to one threshold
perceptron separates linearly separable set of patterns.

output Fy neuron. The

Single Layer Perceptron

* The perceptron is a feed-forward network with one output neuron that learns a
separating hyper-plane in a pattern space. The "n" linear Fx neurons feed forward
to one threshold output Fy neuron. The perceptron separates linearly separable set
of patterns. ’ -

* SLP is the simplest fype of artificial neural networks and can only classify linearly
separable cases with a binary target (1, 0).

* We can connect any number of McCulloch-Pitts neurons together in any way we
like. An arrangement of one input layer of McCulloch-Pitts neurons feeding
forward to one output layer of McCulloch-Pitts neurons is known as a Perceptron,

* A single layer feed-forward network consists of one or more output neurons, each

of which is connected with a weighting factor Wi to all of the inputs Xi.

* The Perceptron is a kind of a single-layer artificial network with only one neuron,
The Percepton is a network in which the neuron unit calculates the linear

| combination of its real-valued or boolean inputs and passes it through a threshold
activation function. Fig. 4.1.1 shows Perceptron.

— Qutput

Sigmoid

Threshold §
Fig. 4.1.1 Perceptron
¢ The Perceptron is sometimes referrad to a Threshold Logic Unit (TLU) since i
discriminates the data depending on whether the sum is greater than the threshold
value.

-
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AW = nmxdxx
Where x = Input data
d = Predicted oufput and desired output,
N = Learning rate

2

L

In the simplest case the network has only two inputs and a single output. The
output of the neuron is :

2
y = f[z WiXi+bJ

i=}

Suppose that the activation functioh is a threshold then
¢ 1 ifs>Q
B

ifs<9
The Perceptron can represent most of the primitive boolean functions : AND, OR,
NAND and NOR but can not represent XOR. '

In single layer perceptron, initial weight values are assigned randomly because it
does not have previous knowledge. It sum all the weighted inputs. If the sum is
greater than the threshold value then it is activated i.e. output = 1.

Output
¥V1X1+W2X2+...+ann >0 = 1 |
WiX1+WoXy+. 4 W, X, €0 = 0 |
The input values are presented to the perceptron, and if the predicted output is
the same as the desired output, then the performance is considered satisfactory
and no changes to the weights are made.

If the output does not match the desired output, then the weights need to be
changed to reduce the error.

The weight adjustment is done as follows :

It the output of the perceptron is correct then we do not take any action. If the
output js incorrect then the weight vector is W — W + AW.

The process of weight adaptation is called learning.

Perceptron Learning Ajgorithm ‘ !
Select random sample from training set as input. |
If classification is correct, do nothing. [
If classification is incorrect, modify the weight vector W using -

W; = W, +nd (n) X; ()

Repeat this procedure until the entire trainihg set is classified éorrectly.
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Multifayer Perceptron

A Multi—Layer Perceptron (MLP) has the same structure of a single layer
perceptron with one or more hidden layers. An MLP is a network of simple

neurons called perceptrons.

A typical multilayer perceptron network consists of a set of source nodes forming
the input layer, one or more hidden layers of computation nodes and an output
layer of nodes,

It is not possible to find weights which enable singlé layer perceptrons to deal
with non-linearly separable problems like XOR : See Fig. 4.1.2.

XOR
3
e.g. OR AND
| >
8
Fig. 4.1.2

Limitation of Learning in Perceptron : Linear Separability

* Consider two-input patterns

(X1, Xy} being classified X,
into two classes as shown }
in Fig. 4.1.3. Each point "0 o ° o
with either symbol of x or X
. ~ o] o]
0 represents a pattern with « . ¢
a set of values (X, X, ). x x>~ ° o -X,
. o X X
Each pattern is classified L - S

into one of two classes.
Notice that these classes
can be separated with a
single line L. They are known as linearly separable patterns.

Fig. 4.1.3 Two ciass
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¢ Linear separability refers to the fact that classes of patterns with n-dimensional

— .

Patterns (bipolar)

vector X = (x1,X3,...x,) can be separated with a single decision surface. In ‘the
case above, the line L represents the decision surface.

If two classes of patterns can be separated by a decision boundary, represented by
the linear equation then they are said to be linearly separable. The simple network
can correctly classify any patterns. '

Decision boundary (i.e., W, b or q) of linearly separable classes can be determined
either by some learning procedures or by solving linear equation systems based on
representative patterns of each classes.

If such a decision boundary does not exist, then the two classes are said to be
linearly inseparable.

Linearly inseparable problems cannot be solved by the simple network, more
sophisticated architecture is needed.

Examples of linearly separable classes
Logical AND function

Decision boundary

& 2 Y wy =1
-1 -1 -1 w2 = 1
B b =1
1-1 1 ' q=0
1 i i =ldxg+x = 0
O X
| [
| l\
O ©
X:Class I (y=1)

O: Class I (y = —1)

Fig. 4.1.4
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2. Logical OR function e No line can separate these two classes, as can be seen from the fact that the
Patterns (bipolan Decision boundaty following linear inequality system has no solution.
1 =
Xy Xz ¥ il ! b_v\fl-i-sz'.G (2)
 P_BLL T wy =1 _ fb+x~v1-wr220 (3
- b= [b+w1+w2<0 {4)
1 -1 1 g=0 because we have b < 0 from (1) + (4), and b > = 0 from {(2) + (3), which is a
contradiction.
1 1 1 1+ +% =0
; ¥Y Activation Functions
. _ X —f X  Activation functions also known as transfer function is used to map input nodes
I | \ ; to output nodes in certain fashion.
!' \ _ ¢ The activation function is the most important factor in a neural network which
' o] \ X decided whether or not a neuron will be activated or not and transferred to the
‘ next layer.
] . B
Il é :: %‘lzzi Iﬂ“{”;; _{ " * Activation functions help in normalizing the output between 0 to 1 or — 1 to 1. It
‘ Fig. 4.1.5 helps in the process of backpropagation due to their differentiable property.

; : During backpropagation, loss function gets u dated, and activation function helps
! e Examples of linearly inseparable classes 8 propag ¢ g P p

1. Logical XOR (exclusive OR) function the gradient descent curves to achieve their local minima.

Patterns (bipolar) * Activation function basically decides in any neural network that given input or

rr ' ' . y receiving information is relevant or it is irrelevant,
1 2

r ) .. * These activation function makes the multilayer network to have greater
-1 1 1 representational power than single layer network only when non-linearity is
| 1 1 1 introduced. l'
. : I
1 1 -1 * The inpui to the activation function is sum which is defined by the following I|
{ ‘ ' [ equation. : i
III X o 0 1 sum = 11W1+I.2 W2+...+IRWD II
I | ! It
I
| ! EI. = XL W +b
f ! : j:}
| |
O . T X
|

X:ClassT{y=1) ‘ ‘ i
O:ClassII (y = -1) |

Fig. 4.1.6
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| © Activation Function : Logistic Function » Activation Functien : Hyperbolic Tangent
f(éum) = m—.__u_];*m : ; First derivative of logistic function g f(sum) = tanh (s* T i . Hyperbolic activation furction
S* sumy : :
(l+e - ) I 18€ s=8 . ; S X SUM _ o= 5 sum | agh
= ~§xsumy- 1 - i i = — i
=(1+s ) 18k @S XSUM | = 5xsum 06
14} 0.4 ¢
| 0zf
] : 12} _
| : : __8‘F(su_m)_ H#sum)
dsum 4| | by
| ‘ 08 e
: 06| ol
0.4} - 08
0.2
o5 e
0 |

* Logistic function monotonically increases from a lower limit (0 or - 1) to an upper § m Identity or Linear Activation Function
| limit (+1) as sum increases. In which values vary between 0 and 1, with a value of

0.5 when I is zero. * A linear activation is a mathematical equation used for obtaining output vectors

Opric : with specific properties.
I{ * Activation Function : Arc Tangent ' . d ~‘ : =
' im— ) - —— T v ¢ It is a simple straight line = 154
|+ f(sum) = Etam‘l (sxsum) - ' activation function where
||‘ . ) 5 our function is directly LSS SRR S S
i , i ' proportional  to  the : : :
' i ‘weighted sum of neurons : — 05
I P or input.
flsurm) o . 1 . : : : : : :
s * Linear activation functions e 2 4 8
5 ; ~02k ; : ; ‘
‘ ' j - are better in giving a wide o
~04f -~ 0
range of activations and a 7
| R line of a positive slope
| : . == 1
| z : _ ; may increase the firing s
el | | ‘E _-11_ o5 3 e s rate as the input Trate L
<1 increases.
| T — —=——= w5 W - _ Fig.a22 : }
- * Fig. 424 shows identity Fig. 4.2.4
| ) .
‘ function.
| * The eguation for linear activation function is :
| fix) = ax
| : When a = 1 then f(x) = x and this is a special case known as identity.

—
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¢ Properties :

1. Range is - infinity to + infinity.
2. Provides a convex error surface so optimisation can be achieved faster.

3. df(x)/dx = a which is constant. So cannot be optimised with gradient descent.

* Limitfations :

1. Since the derivative is constant, the gradient has no relation with input.
2. Back propagation is constant as the change is delta x.

3. Activation function does not work in neural networks in practice.

E®®} sigmoid

* A sigmoid function produces a curve with an "S" skape. The example sigmoid

function shown on the left is a special case of the logistic function, which models
the growth of some set. '

1 [—
Sig () = —— = )t
1+e-t 0:9 : /]

. T . . 0.8
In general, a sigmoid function is /
real-valued and differentiable, having 07 /
a non-negative or non-positive first 06 /v
derivative, one local minimum and g3
one local maximum, 0.4
The logistic sigmoid function is 0.3 /
related to the hyperbolic tangent as b /
follows : of j/
1 - 2sig(x) = 1-2 = =-—tanh§ ol et

1+e = 0 2 4 6

Sigmoid functiors are often used in Fig. 4.2.5
artificial neural networks to introduce
nonlinearity in the model.

A neural network element computes a linear combination of its input signals and
applies a sigmoid function to the result.

A reason for its popularity in neura! networks is because the sigmoid function
satisties a property between the derivative and itself such that it is
computationally easy to perform.

d . . ‘ :
a¥51g(t) = sig(t) (1-sig(t))

Derivatives of the sigmoid function are usually emplo ed in learning algorithms,
& Yy empioy g aig
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%] Gradient Descent Optimization

Gradient Descent is an
optimization algorithm in $
gadget mastering used to
limit a feature with the aid )
of  iteratively = moving
towards the minimal fee of T
the characteristic.

Cost function

We essentially use this
algorithm when we have to
locate the least possible
values which could fulfill a
given fee function. In
gadget getting to know,
greater regularly that not
we try to limit loss features
(like Mean Squared Error).
By minimizing the loss characteristic, we will improve our model and Gradient
Descent is one of the most popular algorithms used for this cause.

Fig. 4.3.1 Gradient descent algorithm

The graph above shows how exactly a Gradient Descent set of rules works.

We first take a factor in the value function and begin shifting in steps in the
direction of the minimum factor. The size of that step or how quickly we ought to
converge to the minimum factor is defined by Learning Rate. We can cowl more
location with better learning fee but at the risk of overshooting the minima. On
the opposite hand, small steps/smaller gaining knowledge of charges will eat a
number of time to attain the lowest point.

Now, the direction wherein algorithm has to transport (closer to minimal) is also
important. We calculate this by way of using derivatives, You need to be familiar
with derivatives from calculus. A spinoif is largely calculated because the slope of
the graph at any specific factor. We get that with the aid of finding the tangent
line to the graph at that point. The extra steep the tangent, would suggest that
more steps would be needed to reach minimum point, much less steep might
Suggest lesser steps are required to reach the minimum factor,

m Stochastic Gradient Descent

The word ‘stochastic' means a system or a process that is linked with a random
probabiiity. Hence, in Stochastic Gradient Descent, a few samples are selected
rfandomly instead of the whole data set for each iteration.
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Stochastic Gradient Descent (SGD) is a type of gradient descent that runs one
training example per iteration. It processes a training epoch for each example
within a dataset and updates each training example's parameters one at a time.

As it requires only one training example at a time, hence it is easier to store in
allocated memory. However, it shows some computational efficiency losses in
comparison to batch gradient systems as it shows frequent updates that require
more detail and speed.

Further, due to frequent updates, it is also treated as a noisy gradient. However,
sometimes it can be helpful in finding the global minimum and also escaping the
local minimum.

Advantages of Stochastic gradient descent :
a) It is easier to allocate in desired memory.

b) It is relatively fast to compute than batch gradient descent.

¢} It is more efficient for large datasets.

Disadvantages of Stochastic Gradient Descent :

a) SGD requires a number of hyperparameters such as the regularization
parameter and the number of iterations.

b} SGD is sensitive to feature scaling.

™Y Error Backpropagation

Backpropagation is a training method used for a multi-layer neural network. It is
also called the generalized delta rule. It is a gradient descent method which
minimizes the total squared error of the output computed by the net.

The backpropagation algorithm looks for the minimum value of the error function

in weight space using a technique called the delta rule or gradient descent. The

weights that minimize the error function is then considered to be a solution to the

learning problem.

Backpropagation is a systematic method for training multiple layer ANN. It is a

generalization of Widrow-Hoff error correction rule. 80 % of ANN applications

uses backpropagation.

Fig. 44.1 (See on next page) shows backpropagation network.

Consider a simple neuron : _

a. Neuron has a summing junction and activation function.

b. Any non linear function which differentiable everywhere and increases
everywhere with sum can be used as activation function.

Machine Learning 4-13
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Activation
function

b i " Output

Summing
junction

Threshold  8(sum)

Synaptic
weighis

Fig. 4.4.1 Backpropagation network

¢. Examples Logistic function, Arc tangent function, Hyperbolic tangent
activation function,

These activation function makes the multilayer network to have greater

representational power than single layer network only when non-linearity is

introduced.

Need of hidden layers :

L. A network with only two layers (input and output) can only represent the
input with whatever representation already exists in the input data.

2. If the data is discontinuous or non- linearly separable, the innate representation
is inconsistent and the mapping cannot be learned using two layers (Input and
Output).

3. Therefore, hidden layer(s) are used between input and output layers

Weights connects unit (neuron) in one layer only to those in the next higher layer.

The output of the unit is scaled by the value of the connecting weight and it is fed

forward to provide a portion of the activation for the units in the next higher

layer,

Backprapa_gntinn can be applied to an artificial neural network with any number
of hidden layers. The training objective is to adjust the weights so that the
application of a set of inputs produces the desired outputs.

Training procedure : The network is usually trained with a large number of

Input - output pairs. : '

L Generate weights randomly to small random  values (both positive and
negative) to ensure that the network is not saturated by large values of
weights.
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2
3
4.
&

o

Choose a training pair from the training set.

Apply the input vector to network input.

Calculate the network output.

Calculate the error, the difference between the network output and the desired
output.

Adjust the weights of the network in a way that minimizes this error..

Repeat steps 2 - 6 for each pair of input-output in the training set until the
error for the entire system is acceptably low.

Forward pass and backward pass :
*» Backpropagation neural network training involves two passes.

1.

In the forward pass, the input signals moves forward from the network input
to the output.

In the backward pass, the calculated error signals propagate backward through
the network, where they are used to adjust the weights.

In the forward pass, the calculation of the output is carried out, layer by layer,
in the forward direction. The output of one layer is the input to the next layer.

¢ In the reverse pass,

a.

The weights of the output neuron layer are adjusted first since the target value
of each output neuron is available to guide the adjustment of the associated
weights, using the delta rule.

Next, we adjust the weights of the middle layers. As the middle layer neurons
have no target values, it makes the problem complex.

* Selection of number of hidden units : The number of hidden units depends on
the number of input units.

Ik

2
&
4
=

Never choose h to be more than twice the rumber of input units.

You can load p patterns of [ elements into log, p hidden units.

Ensure that we must have at least 1/e times as many training exampies.
Feature extraction requires fewer hidden units than inputs.

Learning many examples of disjointed inputs requires more hidden units than
Inputs.

The number of hidden units required for a classification task increases with the
number of classes in the task. Large networks require longer training times.
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Factors influencing Backpropagation training
e The training time can be reduced by using :

1. Bias : Networks with biases can represent relationships between inputs and
outputs more easily than networks without biases. Adding a bias to each
neuron is usually desirable to offset the origin of the activation function. The
weight of the bias is trainable similar to weight except that the input is always
+1.

2. Momentum : The use of momentum enhances the stability of the training
process. Momentum is used to keep the training process going in the same
general direction analogous to the way that momentum of a moving object
behaves. In backpropagation with momentum, the weight change is a
combination of the current gradient and the previous gradient.

EXER Advantages and Disadvantages

Advantages of backnrepagation :

1L

G o

S

It is simple, fast and easy to program.

- Only numbers of the input are tuned and not any other parameter.

No need to have prior knowledge about the network.
Tt is flexible.
A standard approach and works efficiently.

It does not require the user to learn special functions.

Disadvantages of backpropagation :

il
2,
3.
4,

Backpropagation possibly be sensitive to noisy data and irregularity.
The performance of this is highly reliant on the input data.
Needs excessive time for training.

The need for a matrix-based method for backpropagation instead of mini - batch,

m Shallow Networks

o

The terms shallow and deep refer to the number of layers in a neural network;
shallow neural networks refer to a neural network that have a small number of
layers, usually regarded as having a single hidden layer and deep neural networks
refer to neural networks that have multiple hidden layers. Both types of networks
perform certain tasks better than the other and selecting the right network depth is
Important for creating a successful model.

In a shallow neural network, the values of the feature vector of the data to be
classified (the input layer) are passed tc a hidden layer of nodes (neurons) each of
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which generates a response according to some activation function, g, acting on the
weighted sum of those values, z.

The responses of each unit in the hidden layer is then passed to a final, output
layer (which may consist of a single unit), whose activation produces the
classification prediction output.

| EXA Deep Network

Deep learning is a new area of machine learning research, which has been
introduced with the objective of moving machine learning closer to one of its
original goals. Deep learning is about learning multiple levels of representation
and abstraction that help to make sense of data such as images, sound and text.

Deep learning’ means using a neural network with several layers of nodes
between input and output. It is generally better than other methods on image,
speech and certain other types of data because the series of layers between input
and output do feature identification and processing in a series of stages, just as
our brains seem to. ,

Deep Learning emphasizes the network architecture of today's most successful
machine learning approaches. These methods are based on "deep” multi - layer
neural networks with many hidden layers.

| L TensorFlow

TensorFlow is one of the most popular frameworks used to build deep learning
models. The framework is developed by Google Brain Team. '

Languages like C++, R and Python are supported by the framework to create the
models as well as the libraries. This framework can be accessed from both -
desktop and mobile.

The translator used by Google is the best example of TensorFlow. In this, the
model is created by adding the functionalities of text classification, natural
language processing, speech or handwriting recognition, image recognition, etc.
The framework has its own visualization toolkit, named TensorBoard which helps
in powerful data visualization of the network along with its performance.

One more tool added in TensorFlow, TensorFlow Serving, can be used for quick
and easy deployment of the newly developed algorithms without introducing any
change in the existing API or architecture.

TensorFlow framework comes along with a detailed documentation for the users
to adapt it quickly and easily, making it the most preferred deep learning
framework to model deep learning algorithms.
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s Some of the characteristics of TensorFlow is :

© Multiple GPU supported.
© One can visualize graphs and queues easily using TensorBoard.

© Powerful documentation and larger support from community.

IX¥] Keras

If you are comfortable in programming with Python, then learning Keras will not
prove hard to you. This will be the most recommended framework to create deep
learning models for ones having a sound of Python.

Keras is built purely on Python and can run on the top of TensorFlow. Due to its
complexity and use of low - level libraries, TensorFlow can be comparatively
harder to adapt for the new users as compared to Keras. Users those who are
beginners in deep learning, and find its models difficult to understand  in
TensorFlow generally prefer Keras as it solves all complex models in no time,

Keras has been developed keeping in mind the complexities in the deep learning
models, and hence it can run quickly to get the results in minimum time.
Convolutional as well as Recurrent Neural networks are supported in Keras. The
framework can run easily on CPU and GPU.

The models in Keras can be classified into 2 categories :

1. Sequential model :

The layers in the deep learning model are defined in a sequential manner. I—Ience-the
implementation of the layers in this model will also be done sequentially.

2. Keras functional API :

Deep learning models that has multiple outputs, or has shared layers, ie. more
complex models can be implemented in Keras functional APL

Difference between Deep Network and Shallow Network
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' Vanishing Gradient Problem

* The vanishing gradient problem is a problem that user face, when we are training
Neural Networks by using gradient-based methods like backpropagation. This
problem makes it difficult to learn and tune the parameters of the earlier layers in
the network.

* The vanishing gradient problem is essentially a situation in which a deep
multilayer feed-forward network or a Recurrent Neural Network (RNN) does not
have the ability to propagate useful gradient information from the output end of
the model back to the layers near the input end of the model.

* It results in models with many layers being rendered unable to learn on a specific
dataset. It could even cause models with many layers to prematurely converge to
a substandard solution.

* When the backpropagation algorithm advances downwards or backward going
from the output layer to the input layer, the gradients tend to shrink, becoming
smaller and smaller till they approach zero. This ends up leaving the weights of
the initial or lower layers practically unchanged. In this situation, the gradient
descent does not ever end up converging to the optimum.

. Vanishing gradient does not necessarily imply that the gradient vector is all zero.
It implies that the gradients are minuscule, which would cause the learning to be
very slow.

* The most important solution tc the vanishing gradient problem is a specific type
of neural network called Long Short-Term Memory Networks (LSTMs).

* Indication of vanishing gradient problem :
a) The parameters of the higher layers change to a great extent, while the
parameters of lower layers barely change.

b) The model weights could become 0 during training.
¢) The model learns at a particularly slow pace and the training could stagnate at
a very early phase after only a few iterations.

* Some methods that are proposed to overcome the vanishing gradient problem :
a) Residual neural networks (ResNets) -
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b) Multi-level hierarchy

¢) Long Short Term Memory (LSTM)
d) Faster hardware

e) RelLU

f} Batch normalization

Rel.U

* Rectified Linear Unit (ReLU) solve the vanishing gradient problem. RelLU is a
non-linear function or piecewise linear function that will output the input directly
if it is positive, otherwise, it will output zero.

* It is the most commonly used activation function in neural networks, especially in
Convolutional Neural Networks (CNNs} and Multilayer perceptron's,

* Mathematically, it is expressed as
f(x) = max (0, x)
where x : input to neuron

¢ Fig. 4.8.1 shows ReLU function

Riz) = max(C, 7 /

Fig. 4.8.1 RelLU function

* The derivative of an activation function is required when updating the weights
during the back-propagation of the error. The slope of RelU is 1 for positive
values and 0 for negative values. It becomes non-differentiable when the input x is
Zero, but it can be safely assumed to be zero and causes no problem in practice.

* RelU is used in the hidden layers instead of Sigmoid or tanh, The ReLU function
solves the problem of computational complexity of the Logistic Sigmoid and Tanh
functions. . ‘

A ReLU activation unit is known to be less likely to create a vanishing gradient
problem because its derivative is always 1 for positive values of the argument.

3
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Machine Learning = J
f ReLU function * The motivation for using LReLU instead of RelU is that constant zero gradients
of Re ' | ' l
' Advan{f?jgesf imple to compute and has a predictable gradient for the can also result in slow learning, as when a saturated neuron uses & sigmoid
Y E:ckp s gsalti . of the error 7 activation function
ropagation .
b} Easy to implement and very fast. . 2. ERet U
Th lculation speed is very fast. The ReLU function has only a direct * An Elastic ReLU (EReLU) considers a slope randomly drawn from a wniform
I C) 1et'ca hiip P distribution during the training for the positive inputs to control the am ount of
. relationship. ,

ini non-linearity.
d) Tt can be used for deep network training.

Disadvant f ReLU function * The EReLU is defined as : EReLU(x) = max(Rx; 0) in the output range of {0;1)
e Disadvantages o ‘ . , ‘
' i a) When the input is negative, ReLU is not fully functional which means V\.’hen 1’; where R is a random number
| comes to the wrong number installed, ReLU will die. This problem is also * At the test time, the EReLU becomes the identity function for positive inputs.

known as the Dead Neurons problem.

Hyperparameter Tunin
b) RelU function can only be used within hidden layers of a Neural Network m yperp g

Model. * Hyperparameters are parameters whose values control the learning process and
‘ _ : determine the values of model parameters that a learning algorithm ends up
W | m LRelLY and ERELU learning.

| 4 LReLU" _ . * While designing a machine leamning model, one always has multiple choices for
() ¢ The Leaky ReLU is one of the most well-known activation functioln. It is the L , the architectural design for the m.DdEL TI'!.is creates a mnﬁmim.nn which design to
| as ReLU for positive numbers. But instead of being 0 for all negative values, it has . choose for the model based on .ltE uptmjnlity. And due to this, there are always

II I a constant slope (less than 1.). trials for defining a perfect machine learning model.
I s Leaky RelU is a type of activation function that helps to prevent the function ¢ The parameters that are used to define these machine learning models are known
from becoming saturated at 0. It has a small slope instead of the standard ReLU as the hyperparameters and the rigorous search for these parameters to build an

‘ which has an infinite slope. d optimized model is known as hyperparameter tuning,

» Leaky ReLUs are one attempt to fix the "dving Rel.U" problem. Fig. 4.8:2 shows ¢ Hyperparameters are not model parameters, which can be directly trained from
| LReLU function. data. Model parameters usually specify the way to transform the input into the

required output, whereas hyperparameters define the actual structure of the model
that gives the required data.

| ‘. ' , )=y EXXE Layer size

* Layer size is defined by the number of neurons in a given layer. Input and output
o— layers are relatively easy to figure out because they correspond direcily to how
| ' _ | - our modeling problem handles input and ouput.

il

e

* For the input layer, this will match up to the number of features in the input
Fig. 4.8.2 LRelLU function vector. For the output layer, this will either be a single output neuron or a number

‘ f neurons matching the number of cl Ses we are trving to predict.
‘ s The leak helps to increase the range of the ReL.U function. Usually, the value of a Of neurons matching number asses we ymg to p

* It is obvious that a neural network with 3 layers will give better performance than
is 0.01 or so.

that of 2 layers. Increasing more than 3 doesn't help that much in neural networks.
| : In the case of CNN, an increasing number of layers makes the model better,
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m Magnitude : Learning Rate

The amount that the weights are updated during training is referred to as the step
size or the learning rate. Specifically, the learning rate is a configural.aie
hyper-parameter used in the training of neural networks that has a small positive
value, often in the range between 0.0 and 1.0.

For example, if learning rate is 0.1, then the weights in the network are updated
0.1 * (estimated weight error) or 10 % of the estimated weight error egch time the
weights are updated. The learning rate hyper-parameter controls the rate or speed
at which the model learns.

Learning rates are tricky because they end up being specific to the cdataset .and
even to other hyper-parameters. This creates a lot of overhead for finding the right
setting for hyper-parameteis.

Large learning rates () make the model learn faster but at the same time it Ll
cause us to miss the minimum loss function and only reach the surrounding of it.
In cases where the learning rate is too large, the opiimizer overshoots the
minimum and the loss updates will lead to divergent behaviours.

On the other hand, choosing lower learning rate values gives a better chance of
finding the local minima with the trade-off of needing larger number of epochs
and more time.

Momentum can accelerate learning on those problems where the high-dimensional
weight space that is being navigated by the optimization process has structures
that mislead the gradient descent algorithm, such as flat regions or steep

curvature.

Normalization

Normalization is a data preparation technique that is frequently used in machine
learning. The process of fransforming the columns in a dataset to the same scale is
referred to as normalization. Every dataset does not need to be mormalized for
machine learning.

-Normaliza%ion makes the features more consistent with each other, which allows
the model to predict outputs more accurately. The main goal of normalization is to
make the data homogenous over all records and fields.

Normalization refers to rescaling real-valued numeric attributes into a 0 to 1 range.
Data normalization is used in machine learning to make model training less

sensitive to the scale of features.

Machine Leaming 4.23 Neural Networks

* Normalization is important in such algorithms as k-NN, suppori vector machines,
neural networks, and principal components. The type of feature preprocessing and
normalization that's needed can depend on the data.

EXTXD Batch Normalization

* It is a method of adaptive reparameterization, motivated by the difficulty of
training very deep models. In Deep networks, the weights are updated for each
layer. So the output will no longer be on the same scale as the input.

* When we input the data to a machine or deep learning algorithm we tend to
change the values to a balanced scale because, we ensure that our model can
generalize appropriately.

* Batch normalization is a technique for standardizing the inputs to layers in a
neural network. Batch normalization was designed to address the problem of
internal covariate shift, which arises as a consequence of updating multiple-layer
inputs simultaneously in deep neural networks. '

¢ Batch normalization is applied to individual layers, or optionally, to all of them :
In each training iteration, we first normalize the inputs by subtracting their mean
and dividing by their standard deviation, where both are estimated based on the
statistics of the current mini-batch.

* Next, we apply a scale coefficient and an offset to recover the jost degrees of
freedom. It is precisely due to this normalization based on batch statistics that
batch normalization derives its name.

e We take the output al"t from the preceding layer, and multiply by the weights W

and add the bias b of the current layer. The variable I denotes the current layer.
ZH = wiilgii=17 Lyl :

* Next, we usually apply the non-linear activation function that results in the output
al of the current layer. When applying batch norm, we correct our data before
feeding it to the activation function. '

¢ To apply batch norm, caiculate the mean as well as the variance of current z.
.i m
Moo= giizj
-

* When calculating the variance, we add a small constant to the variance to prevent
potential divisions by zero.

2 1§ 2
g? = “{HE(Z?’“) +e
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e To normalize the data, we subtract the mean and divide the expression by the
standard deviation.

Tot

e This operation scales the inputs to have a mean of 0 and & standard deviation of 1.

e Advantages of Batch Normalisation :
a) The model is less delicate to hyperparameter tuning.

b) Shrinks internal covariant shift.

¢) Diminishes the reliance of gradients on the scale of the parameters or their
undetlying values.

d) Dropout can be evacuated for regularization.

Regularization

N Y Y
i 4 4
[
=
[ el
|| m®
==
a® =
=X X
-Underfitting Just right ! Overfitting
Fig. 4.11.1

s Just have a look at the above figure, and we can imumediately predict that once we
try to cover every minutest feature of the nput data, there can be irregularities in
the extracted features, which can introduce noise in the output. This is referred to
as "Overfitting".

o This may also happen with the lesser number of features extractéd as some of the

important details might be missed out. This will leave an effect on the accuracy of

the outputs produced. This is referred to as "Underfitting".

e This also shows that the complexity for processing the input elements increases
with overfitting. Also, neural networks being a complex interconnection of nodes,
the issue of overfitting may arise frequently.

o To eliminate this, regularization is used, in which we have to make the slightest
modification in the design of the neural network, and we can get better outcomes.

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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Regularization in Machine Learning

e One of the most important factors that affect the machine learning model is
overfitting.

¢ The machine learning model may perform poorly if it tries to capture even the
noise present in the dataset applied for training the system, which ultimately
results in overfitting. In this context, noise doesn't mean the ambiguous or false
data, but those inputs which do not acquire the required features to execute the
machine learning model.

s Analyzing these data inpuis may surely make the model flexible, but the risk of
overfitting will also increase accordingly.

e One of the ways to avoid this is to cross validate the fraining dataset, and decide
accordingly the parameters to include that can increase the efficiency and
performance of the model.

e Let this be the simple relation for linear regression :
Y &= bl) + b1X1 ot bzXz P 600 bpxp
Where Y = Learned relation

B = Co-efficient estimators for different variables and/or predictors (X}

e Now, we shall iniroduce a loss function, that implements the fitting procedure,
which is referred to as "Residual Sum of Squares” or R55.

e The co-efficient in the function is chosen in such a way that it can minimize the
loss function easily.
Hence,

n p ’
F\SS = ZLYl _ﬁO—ZB]’Xi]'
i=] j=1
» Above equation will help in adjusting the co-efficient function depending on the
training dataset.

¢ In case noise is present in the training dataset, then the adjusted co-efficient won't

" be generalized when the future datasets’ will be introduced. Hence, at this point,

regularization comes into picture and makes this adjusted co-efficient shrink
towards zero. | ‘

» One of the methods to implement this is the ridge regression, also known as L2
regularization. Lets have a quick overview on this.
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IXEF] Ridge Regression (L2 Regularization)

Ridge regression, also known as L2 regularization, is a technique of regulari.zation
to avoid the overfitting in training data set, which introduces a small bias in the
training model, through which one can get long term predictions for that input.

In this method, a penalty term is added to the cost function. This amount of bias
altered to the cost function in the model is also known as ridge regression penalty.
Hence, the equation for the cost function, after introducing the ridge regression
penalty is as follows :

n

2
Si-yD? = Z{Yi_‘ziﬁj XX&;] +7\}§{,}sz
= =

i=1 i=1

Here, A is multiplied by the square of the weight set for the individual feature of the
input data. This term is ridge regression penalty.

IPEEEY Lasso Regression {L*

It regularizes the co-efficient set for the model and hence the ridge regression term
deduces the values of the coefficient, which ultimately helps in deducing the
complexity of the machine learning model.

to zero, the
.King the above

From the above equation, we can observe that if the value
last term on the right - hand side will tend to zero

equation a representation of a simple linear regressior ’

Hence, lower the value of, the model will tend tc sression.
".ks for machine learning, as
.ear regression models, if there

.. Hence, ridge regression is used

This model is important to execute the new
there would be risks of failure for gens
are dependencies found between itr

here.

.ization)

One more technique te . the overfitting, and thus the complexity of the
model is the lasso regr
for Least Absolute and Selection Operator and is also

egularization.

Lasso regression star
sometimes known ar

sso regression is almost same as that of the ridge
ange that the value of the penalty term is taken as the

The equation for t
regression, except for
absolute weights.

The advantage of tak’ ‘the absolute values is that its slope can shrink to 0, as

compared to the ridg  gression, where the slope will shrink it near to 0.
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* The following equation gives the cost function defined in the Lasso regression :

2
n

m @ n
Z(Yi‘Yi‘)z = E YI-ZB] XXi;- +?&Z !B;‘Z
i=1 j=1 j=0

i=1

Due to the acceptance of absolute values for the cost function, some of the features
of the input dataset can be ignored completely while evaiuating the machine
learning model and hence the feature selection and overfitting can be reduced to
much extent.

On the other hand, ridge regression does not ignore any feature in the model and
includes it all for model evaluation. The complexity of the model can be reduced
using the shrinking of co-efficient in the ridge regression model.

LAY Dropout
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Dropout was introduced by "Hinton et al'and this method is now very popular. It
consists of setting to zero the output of each hidden neuron in chosen layer with
some probability and is proven to be very effective in reducing overfitting,

Fig. 411.2 shows dropout regulations.

b

1N .ﬁ‘.:lf

-
Fig. 4.11.2 Dropout regulation

To achieve dropout regularization, some neurons in the artificial neural network
are randomly disabled. That prevents them from being too dependent on one
another as they learn the correlations. Thus, the neurons work more independently
and the artificial neural network learns multiple independent correlations in the
data based on different configurations of the neurons.

It is used to improve the training of neural networks by omitting a hidden unit. It
also speeds training.
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e Dropout is driven by randomly dropping a neuron so that it will not contribute to
tha forward pass and back-propagation.
» Dropout is an inexpensive but powerful method of regularizing a broad family of

models,

EXREEA DropConnect

J DropConnect, known as the generalized version of Dropout, is the method used
for regularizing deep neural networks. Fig. 4.11.3 shows dropconnect.

‘Fig. 4.11.3 Dropconnect

¢ DropConnect has been proposed to add more noisg to the network. The primary
difference is that instead of randomly dropping the output of the neurons, we
randomly drop the connection between neurons. ‘

¢ In other words, the fully connected layer with DrepConnect becomes a sfparsely
connected layer in which the connections are chosen at random during the

training stage.
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IEXFY Two Marks Questions with Answers

Q.1  Explain multilayer perceptron.

Ans. : The Multilayer Perceptron (MLP) model features multiple layers that are
interconnected in such a way that they form a feed-forward neural network. Each
neuron in one layer has directed connections to the neurons of a separate layer. It
consists of three types of layers : the input layer, output layer and hidden layer.

Q2  What is vanishing gradient problem ?

Ans. : When back-propagation is used, the earlier layers will receive very small
updates compared to the later layers. This problem is referred to as the vanishing
gradient problem. The vanishing gradient problem is essentially a situation in which a
deep muitilayer feed-forward network or a Recurrent Neural Network {(RNN) does not
have the ability to propagate useful gradient information from the output end of the
model back to the layers near the input end of the model.

Q.3  Explain advantages deep learning,

Ans. : Advantages of deep learning :
¢ No need for feature engineering.
* DL solves the problem on the end-to-end basis,
* Deep learning gives more accuracy.

Q.4  Explain back propagation.

Ans. : Backpropagation is a training method used for a multi-layer neural network. It
is also called the generalized delta rule. It is a gradient descent method which
minimizes the total squared error of the output computed by the net.

Q.5  What is hyperparameters 7

Ans. : Hyperparameters are parameters whose values control the learning process and
determine the values of model parameters that a learning algorithm ends up learning.

Q.6 Define Rel U,

Ans. : Rectified Linear Unit (ReLU) solve the vanishing gradient problem. ReLU is a
nonlinear function or piecewise linear function that will output the input directly if it is
positive, otherwise, it will output zero.
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Q.7 What is vanishing gradient problem ?

Ans. : The vanishing gradient problem is a problem that user face, when we are
training Neural Networks by using gradient-based methods like backpropagation. This
problem makes it difficult to learn and tune the parameters of the earlier layers in the

network.

Q.8 Define normalization.

Ans. : Normalization is a data pre-processing tool used to bring the numerical data to
a common scale without distorting its shape. ‘

Q.9 What is batch normalization ?

Ans. : It is a method of adaptive reparameterization, motivated by the difficulty of
training very deep models. In Deep networks, the weights are updated for each layer.
So the output will no longer be on the same scale as the input.

Q.10 Explain advantages of RelLU function.

Ans. : Advantages of ReL.U function :
a) ReLU is simple to compute and has a predictable gradient for the
backpropagation of the error.

b) Easy to implement and very fast.

¢) It can be used for deep network training.

Q.11 Explain ridge regression.

Ans. : Ridge regression, also known as L2 regularization, is a technique of
regularization to avoid the overfitting in training data set, which introduces a small

‘bias in the training model, through which one can get long term predictions for that

input.
Q.12 Explain dropout.

Ans. : Dropout was introduced by "Hinton et al" and this method is now very popular.
It consists of setting to zero the output of each hidden neuron in chosen layer with
some probability and is proven to be very effective in reducing overfitting.

Q.13 Explain disadvantages of deep learning.

Ans. : Disadvantages of 'deep learning
e DL needs high-performance hardware.

o DL needs much more time to train
e it is very difficult to assess its performance in real world applications

s it is very hard to understand

Q.14 Explain need of hidden layers.
Ans, :

1. A netvv?rk with only two layers (input and output) can only represent the
input with whatever representation already exists in the input data.

2. If the data is discontinuous or non-linearly separable, the innate
representation is inconsistent, and the mapping cannot be learned using two
layers (Input and Qutput).

3. Therefore, hidden layer(s) are used between input and output layers.

Q.15 Explain activation functions.

Ans, : Activation functions also known as transfer function is used to map input nodes
to output nodes in certain fashion. It helps in normalizing the output between ( to 1 or
~ VI to 1. The activation function is the most important factor in a neural network

which decided whether or not a neuron will be activated or not and transferred to the
next layer.
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comparing two classification

Guidelines for machine learning experiments, Cross Validation (CV) and resampling - K-fold CFV,
bootstrapping, measuring classifier pérformance, assessing a single classification algovithm and

algorithms - 1 test, MeNemer's test, K-fold C¥ paired t test.
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Design and Analysis of Machine Learning Experiments

XN Machine Learning Life Cycle

IS o

The Machine Leaning' (ML) model management and the delivery of highly
performing model is as important as the initial build of the model by choosing
right dataset. The concepts around model retraining, model versioning, model
deployment and model monitoring are the basis for machine learning operations

that helps the data science teams deliver highly performing models.

The use of machine leaning has increased substantially in enterprise data analytics
scenarios to extract valuable insights from the business data. Hence, it is very
important to have an ecosystem to build, test, deploy and maintain the enterprise
grade machine learning models in production environments.

The ML model development involves data acquisition from multiple trusted
sources, data processing to make suitable for building the model, choose algorithm
to build the model, build model, compute performance metrics and choose best
performing model. ‘

The. model maintenance plays critical role once the model is deployed into
production. The maintenance of machine learning model includes keeping the
model up to date and relevant in tune with the source data changes as there is a
risk of model becoming outdated in course of time.

Machine learning model lifecycle refers to the process that covers right from
source data identification to model development, model deployment and model
maintenance. At high level, the entire activities fall under two broad categories,
such as ML model development and ML model operations.

The machine learning lifecycle process is shows in Fig. 5.1.1 and it includes the
following phases :

Business goal identification

ML problem framing

Data processing (Data collection, data preprocessing, feature engineering)
Model development (Training, tuning, evaluation}

Model deployment (Inference, prediction)

. Model monitoring.

Business goal : An organization considering ML should have a clear idea of the

problem and the business value to be gained by solving that problem. We must be
able to measure business value against specific business objectives and success

criteria.

ML problem framing : In this phase, the business problem is framed as a machine
learning problem : What is observed and what should be predicted (known as a
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Fig. 5.1.1 Machine learning lifecycle process

label or target variable). Determining what to predict and how performance and .
error metrics must be optimized is a key step in this phase. “

Data processing : Training an accurate ML model requires data processing to
convert data into a usable format. Data processing steps include collecting data,
preparing data and feature engineering that is the process of creating,
transforming, extracting, and selecting variables from data.

Model development : Model development consists of model building, training,

tuning and evaluation. Model building inciudes creating a pipeline that automates
the build, train and release to staging and production environments.

Deployment : After a mode! is trained, tuned, evaluated and validated, we can

deploy the model into production. we can then make predictions and inferences
against the model.

Monitoring : Model monitoring system ensures your model is maintaining a
desired level of performance through early detection and mitigation.

Guidelines for Machine Learning Experiments

Aim of the study : What are the objectives (e.g. assessing the expected error of an
algorithm, comparing two learning algorithm on a particular problem, etc. ).

Selection of the response variable : what should we use as the quality measure
(e.g. error, precision and recall, complexity, etc. )

Choice of factors and levels : What are the factors for the defined aim of the
study ( factors are hyperparameters when the algorithm is fix and want to find
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best hyperparameters, if we are comparing algorithms, the learning algorithm is a
factor ). L
Choice of experimental design : Use factorial design unless we are .sure. that the
factors do not interact. Replication number depends on the dataset s1zle; it can be
kept small when the dataset is large. Avoid using small datése‘ts. which leads Itto
responses with high variance and the differences will not be significant and results
will not be conclusive. |
Performing the experiment : Doing a few trial runs for somle random settings to
check that all is as expected, before doing the factorial experiment. All the results
should be reproducible. '

.Sfatistical analysis of the data : Conclusion we get should not be due to chance.
Conclusions and recommendations : One frequently conclusion i's the need for
further experimentation. There is always a risk that our c?nclusmns be wrc-):ig,
especially if the data is small and noisy. When our expectations are not met, it 1s
most helpful to investigate why they are not.

[EEX] Dataset Preparation

Machine learning is about learning some properties of a data set' and applying
them to new data. This is why a common practice in machine learning to lexfai_uate
an algorithm is to split the data at hand in two sets, one that 7we call a tralmlng set
on which we learn data properties and one that we call a testing set, on which we
test these properties. “

In training data, data are assign the labeis. In test dainta.t, data labels are unknown
but not given. The training data consist of a set of training examples. |

The real aim of supervised learning is to do well on test data thétlls"not knc;wn
during learning. Choosing the values for the parameters.that minimize the loss
function on the training data is not necessarily the best policy.

The training error is the mean error over the training sample. The test error is the
expected prediction error over an independent test sample. | '
Problem is that training error is not a good estimator for test erTor. Training error
can be reduced by making the hypothesis more sensitive to training data, but this
may lead to over fitting and poor generalization. -
Training set : A set of examples used for learning, where the target value is
known., |

Test sel : It is used only to assess the performances of a classifier.. It is never .usej
during the training process so that the error on the test set provides an unbiase
estimate of the generalization error. |

Training data is the knowledge about the data source which we use to construct

the classifier.
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* In a datasei, a training set is implemented to build up a model, while a test (or
validation) set is to validate the model built. Data points in the training set are
excluded from the test (validation) set. Usually, a dataset is divided into a training
set, a validation set (some people use 'test set' instead) in each iteration or divided
into a training set, a validation set and a test set in each iteration.

* In machine learning, we basically try to create a model to predict the test data. So,
we use the training data to fit the model and testing data to test it. The models
generated are to predict the results unknown which is named as the test set.

IEEY Cross validation (CV) and Resampling

* Validation techniques in machine learning are used to get the error rate of the ML
model, which can be considered as dose to the true error rate of the population. If

the data volume is large enough to be representative of the population, you may
not need the validation techniques.

* In machine learning, model validation is referred to as the process where a trained

model is evaluated with a testing data set. The testing data set is a separate
portion of the same data set from which the training set is derived. The main

purpose of using the testing data set is to test the generalization ability of a
trained model.

* Cross-validation is a techniqie for evaluating ML models by training severai ML

models on subsets of the available input data and evaluating them on the

complementary subset of the data. Use cross-validation to defect overfitting, ie,
failing to generalize a pattern.

¢ In general, ML involves deriving models from data, with the aim of achieving

some kind of desired behavior, e.g., prediction or classification.

* But this generic task is broken down into a number of special cases. When

training is done, the data that was removed can be used to test the performance of
the learned model on “new" data. This is the basic idea for a whele class of
model evaluation methods called cross validation.

* Types of cross validation methods are holdout, K - fold and leave-one—out._
* The holdout method is the simplest kind of cross validation. The data set is

separated into two sets, called the training set and the testing set. The function
approximate fits a function using the training set only.

K - fold cross validation is one way to improve over the holdout method. The
data set is divided into k subsets, and the holdout method is repeated k times.
Each time, one of the k subsets is used as the test set and the other k-1 subsets are

put together to form a training set. Then the average error across all k trials is
computed.
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Leave-one-out cross validation is K - fold cross validation taken to its logical
extreme, with K equal to N, the number of data points in the set. That means that
N separate times, the function approximate is trained on all the data except for
one point and a prediction is made for that point.

e

gt et

e I Testingl Holgout method

Tralning
|

!
Cross validation

50 O R

ining” || vaiidation | | Testing | Training, Validation, Testing

7

Fig. 5.3.1

221 K - Fold Cross Validation

K - fold CV is where a given data set is split into a K number of sections/folds
where each fold is used as testing set at some point.

Lets take the scenario of 5-Fold cross validation (K = 5). Here, the data set is split
into 5 folds.

In the first interaction, the first fold is used to test the model and the rest are used
to train the model. In the second iteration, 2™ fold is used as the testing set while
the rest serve as the training set. This process is repeated until each fold of the 5
folds has been used as the festing set.

K - fold cross validation is performed as per the following steps :

. Partition the original training data set into k equal subsets. Each subset is called a

fold. Let the folds be named as fj, f5,...fx.

. Fori=1toi=k

Keep the fold f; as validation set and keep all the remaining k — 1 folds in the
cross validation training set.

Foid 3 | ez o Tl Fod )
] Training set
=72 Tesiing set

Fig. 5.3.2

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge

Machine Learmning

5-7 Design and Analysis of Machine Leaming Experiments

Estimate the accuracy of vour machine learning model by averaging the accuracies
derived in all the k cases of cross validation.

In the k - fold cross validation methed, all the entries in the original training data
set are used for both training as well as validation. Also, each entry is used for
validation just once.

The advantage of this method is that it matters less how the data gets divided.
Every data point gets to be in a test set exactly once and gets to be in a training
set k-1 times. The variance of the resulting estimating is reduced as k is
increased. '

The disadvantage of this method is that the iraining algorithm has to be rerun
scratch k times, which means it takes k times as much computation to make an
evaluation. A variant of this method is to randomly divide the data into a test and
training set k different times.

The advantage of doing this is that you can independently choose how large each
test set is and how many trials you average over.

EX¥] Bootstrapping

Bootstrapping is a method of sample reuse that is much more general than
cross-validation. The idea is to use the observed sample to estimate the
population distribution.  Then samples can be drawn from the estimated
population and the sampling distribution of any type of estimator can itself be
estimated.

The bootstrap is a flexible and powerful statistical tool that can be used to
quantify the uncertainty associated with a given estimator or statistical learning
method. For example, it can provide an estimate of the standard error of a
coefficient, or a confidence interval for that coefficient.

Suppose that we wish to invest a fixed sum of money in two financial assets that
vield refurns of X and Y respectively, where X and Y are random quantities. We
will invest a fraction o of our money in X and will invest the remaining 1 ~ o
R

We wish to choose ¢ to minimize the total risk, or variance, of our investmernt.
In other words, we want to minimize Var (oX + (1 — o )Y ).

One can show that the value that minimizes the risk is given by,

2
Oy —Oxy
G = A .
Oy +0y —20xy
where Gi = Var(X),_G?'{ = Var(Y) and oyy = Cov(X,Y)

But the values of 6%, 6% and oy are unknown.
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We can compute estimates for these quantities, ci, 0%, and Gy, using a data set
that contains measurements for X and Y.

We can then estimate the value of o that minimizes the variance of our investment
using,

63 —Sxy

~o a2 =
GX +0Y "‘ZGXY

a

To estimate the standard deviation of &, we repeated the process of simulating 100
paired observations of X and Y and estimating o 1,000 times.

We thereby obtained 1,000 estimates for ¢, which we can call Oq,60,..., g0

For these simulations the parameters were set 10 0‘;*( — I 03{ =125 and oxy = 0.5
and so we know that the true value of o is 0.6.

The mean over all 1,000 estimates for o is,
- 1040
= Z = 0.59%,
very close to o = 0.6 and the standard deviation of the estimates is,

i— 1000 ,
\1000 T E(aﬂ—a) = 0.083

This gives us a very good idea of the accuracy of & : SE@) = 0.083.

So roughly speaking, for a random sample from the population, we would expect
G to differ from o by approximately 0.08, on average.

There are three forms of bootstrapping which differ primarily in how the
population is estimated.
1. Nenparametric (Resampling)

- & Semiparanﬁetric (Adding noise)

3. Parametric, (Simulation)

[ Machine Leaming 5-9
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3, Parametric bootstrap : Parametric bootstrapping assumes that the data comes from

a known distribution with unknown parameters. We estimate the parameters from
the data that you have and then you use the estimated distributions to simulate
the samples.

Measuring Classifier Performance

L ]

A binary classification rule is a method that assigns a class to an object, on the
basis of its description.

The performance of a binary classifier can be assessed by tabulating its predictions
on a test set with known labels in contingency table or confusion matrix, with
actual classes in rows and predicted classes in columns.

Measures of performance need to satisfy several criteria :
1. They must coherently capture the aspect of performance of interest;

2. They must be intutive enough to become widely used, so that the same
measures are consistently reported by researches, enabling community-wide
conclusions to be drawn;

3. They must be computationally tractable, tc match the rapid growth in scale of
modem data collection.

4. They must be simple to report as a single number for each method-dataset
combination.

Performance metrics for binary classification are designed to captured tradeoffs

between four fundamental population quantities : True positives, false positives,

true negatives and false negatives.

The evaluation measures in classification problems are defined from a matrix with
the numbers of examples correctly and incorrectly classified for each class, named
confusion matrix. The confusion matrix for a binary classification pfoblem is
shown below.

. Nonparametric bootstrap : In the nonparametric bootstrap a sample of the same Trus r.'llH Predicted
size as the data is taken from the data with replacement. If we measure 10 [ Ll i e s s
samples, we create a new sample of size 10 by replicating some of the samples L ! Pudiﬁﬁr ' Negative |
g e e o o R
that we have already seen and omitting others. : mm&‘ Tm Poﬂw! - W‘y .
. Semiparametric bootstrap : The resampling bootstrap can only reproduce the | Nesau-ﬁéff False positive True negative

items that were in the original sample. The semiparametric bootstrap assumes
that the population includes other items that are similar to the observed sample
by sampling from a smoothed version of the sampie histogram. It turns out that
this can be done very simply by first taking a sample with replacement from the
observed sample and then adding noise.

TECHNICAL PUBLICA TIONS® - an up-thrust for knowledge

A confusion matrix contains about actual and predicted classifications done by a

classification system. Performance of such systems is commonly using data in the

matrix. Confusion matrix is also called a contingency table. '

1. False positives : Examples predicted as positive, which are from the negative
class.
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2. False negatives : Examples predicted as negative, whese true class is positive.

3. True poisitives : Examples correctly predicted as pertaining to the positive
class.
4, True negatives : Examples correctly predicted as belongings to the negative

class. :
o The evaluation measure most used in practice is the accuracy rate. It evaluates the

effectiveness of the classifier by its percentage of correct predictions.
| True negatives | + | True positives|

[False negatives |+ False positives|+ITrue negatives | +| True positives|

Accuracy rate =

o The complement of accuracy rate is the error rate, which evaluates a classifier by

its percentage of incorrect predictions.
{False negatives! + iFalse positives|

|False negatives| + [False positives|+| True negatives!+!True positives!

Error rate =

Error rate = 1 —~ {Accuracy rate)

o The recall and specificity measures evaluate the effectiveness of a classifier for
each class in the binary problem. The recall is also known as sensitivity or-true
positive rate. Recall is the proportion of examples belonging to the positive class
which weze correctly predicted as positive.

o The specificity is a statistical measures of how well a binary classification test

correctly identifies the negative cases.
{ True positive!

I| True positive | +|False negativel

Recall (R)

| True negative|
[False positive| +!True positivel

Speciticity

« True positive Rate (TPR) is also called sensitivity, hit rate and recall.
Number of true positives

~ Number of true positive+ Number of false positive

Sensitivity

s A statistical measure of how well a binary dassification test correctly identifies a
condition. Probability of correctly labeling members of the target class.

e No single measures tells the whole story. A classifier with 90 % accuracy can be
useless if 90 percent of the population does not have cancer and the 10 % that do
are misclassified by the classifier. Use of multiple measures recommended.

%] Accuracy and ROC Curves

e Binary classification accuracy metrics quantify the two types of correct predictions
and two types of errors. Typical metrics are accuracy (ACC), precision, recall, false
positive rate, Fl-measure. Each metric measures a different aspect of the

predicative model.

Machine Leaming 5-11 Design and Analysis of Machine Learning Experiments

Accuracy (ACC) measures the fraction of correct predictions. Precision measures
the fraction of actual positives among those examples that are predicted as
positive. Recall measures how many actual positives were predicted as positive.
Fl-measure is the harmonic mean of precision and recall.

ROC Curve

Receiver Operating Characteristics (ROC) graphs have long been used in signal
detection theory to depict the tradeoff between hit rates and false alarm fates over
noisy channel. Recent years have seen an increase in the use of ROC graphs in the
machine learning community.

An ROC plot plots true positive rate on the Y-axis false positive rate on the X-axis;
a single contingency table corresponds to a single point in an ROC plot.

The performance of a ranker can be assessed by drawing a piecewise linear curve
in an ROC plot, known as an ROC curve. The curve starts in (0, 0), finishes in
(1, 1) and is monitorically non-decreasing in both axes.

A useful technique for organizing classifiers and visualizing their perfo'rmance.
Especiaily useful for domains with skewed class distribution and unequal
classification error costs.

It allows to create ROC curve and a complete sensitivity/specificity report. The
ROC curve is a fundamental tool for diagnostic test evaluation.

In a ROC curve the true positive rate (Sensitivity) is plotted in function of the
false positive rate (100 Specificity) for different cut-off points of a parameter. Each
point on the ROC curve represents a sensitivity/specificity pair corresponding to a
particular decision threshold. The area under the ROC curve is a measure of how
well a parameter can distinguish between two diagnostic groups.

Each point on an ROC curve connecting two segments corresponds to the true and
false positive rates achieved on the same test set by the classifier obtained from
the ranker by splitting the ranking between those two segments.

An ROC curve is convex if the slopes are montonically non-increasing when
moving along the curve from (0, 0) to (1, 1). A concavity in an ROC curve, ie,
two or more adjacent segments with increasing slopes, indicates a locally worse
than random ranking. In this we would get better ranking performance by joining
the segments involved in the concavity, thus creating a coarser classifier.
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i) Find contingency table

‘v) False positive rafe

~Answear apply
Lavai questions |

Fast leamar |

i N0

Fastisamar 28 7 Answer Recall

Slow leamer: 10 Lavel questions ‘
Fasl leamer; 20 Fasl leamar: 3
Slow legrnee: 10 Slow fearmar: 501

if) Find recalf iii) Precision i) Negative recail

. ¥Maclass
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Solution : Given data: TP =8 FN =10, FP=4, TN =38

* Sensitivity (SN) is calculated as the number of correct positive predictions divided
by the total number of positives. It is also called recall (REC) or true positive rate
(TPR)

Sensitivity {SN} = [ 8

TP+EN ~ 8+10

¢ Specificity (SP) is calculated as the number of correct negative predictions divided

by the total number of negatives. It is also called true negative rate (TNR).

8
Specificity {5F) = 'IIEI-:JFP ey = 0.666

Consider the following 3-class confusion matrix. Calculate precision and recall

= (1.444

per class. Also calculate weighted average precision and recall for classifier.
Solution : Contingency table s S

iw__wr_...._.__ e Py g— F!’Eﬂlﬂed L'y
N e mﬁma g = Towk 15 2 3
R °&v i e Bem e l ==
' - = o R Ty Wi
% Babebaet | 28 0o 5 o Aol | 2 5 8
& s . D : i - = 3 ﬂ I
i : S ::> 0. viﬂwi& 20 &0 o4l Actual o = — '
i s L e — o z = 2 e 5
: e e .15 ‘ym : ﬁ i m | " P B = i A & iy, N
5 __mtmf.;‘ N N, i I R ) o o= 1t 1 Sl | Solution : -
. True Positive True Positive . T
il = Actual Results " True Positive+ False Positive o & G 0 .

True Positive True Positive

&
i
i
&

—— Predicted Results True Positive+False Negative i~ L | : 2 ] 2. . |
Calculate precision and recall ' | Mmé} : [ ey g 5 Loy i o
Precision = 25/35 = 0. 714 ) . L i D L w 45 54
Recall = 25/30 = 0.833 Ty — - B
- . : Ml ] S - o s
False positive rate = (False positive ) / (false positive + true negative) =, IR M e |2
|
ey = 10/(10 + 30) = 0.25 » 15+15+45 75
B Classifier Accuracy = i T 0.75
‘MQWWgWWWMMMHWWﬂf |
n‘.mgq&w 1) Spﬁfiﬂfy of dﬂsm'ﬁ-!r - N0 &, 4 ) Calculate per-class precision and recall :
- R N —— .
S Confusion  Predicted = Total . ‘ , _15 15 _
i L Ay . First class 23 - 063 and 50 = 075
I i —_—— - - - — —_— i i
| s i Al |+ B -—m—ﬂ S &"1_5. Regeieo=t Second class = 20 =0.75 and 30 = 00
i = i i I ‘ﬂ i :
e 2 2 i e : Third class = —:% =08 and g—g =09
S e R e e A

X el e e e — : i
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IR Frove that ;i) FPR =1~ TPR i) ENR =1 TPR -

Solution : i) FPR = 1-TPR

False Positive Rate (FPR) = 1 ~ True Negative Rate (TNR)
FPR = FP/N =FP/ (FP + TN)
FPR = 1-TNR
it) FNR = 1 - TPR ,
False Negative Rate = 1 — True Positive Rate
ENR = FN (FN + TP)
FNR = 1-TPR

Eﬂ Precision and Recall

* Relevance : Relevance is a subjective notion. Different users may differ about the
relevance or non-relevance of particular documents to given questions.

* In response to a query, an IR system searches its document collection and returns
a ordered list of responses. It is called the retrieved set or ranked list. The system
employs a search strategy or algorithm and measure the quality of a ranked list.

* A better search strategy yields a better ranked list and better ranked lists help the
user fill their information need. ‘

* Precision and recall are the basic measures used in evaluating search strategies. As
shown in the first two figures, these measures assume : ,

- 1. There is a set of records in the database which is relevant to the search topic

2. Records are assumed to be either relevant or irrelevant.

3. The actual retrieval set may not perfectly match the set of relevant records.

] ]

ine et frradavant
ot e tEms -
refrieved retriaved

The set of relevant
Hems in the database

- Raelsyvant fams - not retrisved

* Recall is the ratio of the number of relevant records retrieved to the total number
of relevant records in the database. It is usually expressed as a percentage.
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A Mumber of ralavant rennmls retrioved,
8 = Number of refevant records not retriaved,

Recall = X 180 %

A
A+B
Precision is the ratio of the number of relevant records retrieved to the total number
of irrelevant and relevant records retrieved. It is usually expressed as a percentage.

Fom Numibay of relovant rac
wow Mumber of brelevant o

. A,
Precison = * 100 %
A -i-C ]
* As recall increases, the precision decreases and recall decreases the precision
increases.

Assume the fr:er.rmg :

A databpse contains 80 records on o particular fopic

A search was conducted on that topic and 60 records were retrieved.
Of the 60 records retrizved, 45 were relevant

Calculate the precision and recall scores Jor the search.

Solution : Using the designations above :

A = The number of relevant records retrieved,

B = The number of relevant records not retrieved, and
C = The number of irrelevant records retrieved.
In this example A = 45, B = 35 (80 - 45) and C = 15 {60 — 45).
45 i
Recall = m x 100 %
. B 9
Recall = 30 x 100 %
Recall = 56.25 %
il _ o
Precision ATC x 100 %
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45 45
isi = —— X 100 % == x 100
Precision 515 °=%0
Precision = 75 %

20 found documents, 18 relevant, 3 relevant documents are. mot found,
27 irrelevant are as well not found. Calculate the precision and recall and fallout scores for

e scarch, Tyl
Sclution : Precision ; 18/20 = 90 %
Recall : 18/21 =857 %

Fall-out: 2/29 =69 %
» Recall is a non-decreasing function of the number of docs retrieved. In a good
system, precision decreases as either the number of docs retrieved or recall
increases. This is not a theorem, but a result with strong empirical confirmation.

» The set of ordered pairs makes up the precision-recall graph. Geometrically when
the points have been joined up in some way they make up the precision-recall
curve. The performance of each request is usually given by a precision-recall
curve. To measure the overall performance of a systern, the set of curves, one for
each request, is combined in some way to produce an average curve.

» Assume that set R, containing the relevant document for q has been defined.
Without loss of generality, assume further that the set R 4 15 composed of the
following documents :

Rq=lds ds,dg, dos, dag, dyy, dse, dyy, dgo, dips |

There are ten documents which are relevant to the query q.
» For the query q, a ranking of the doctiments in the answer set as follows.
Ranking for query q :

i 5 i e

r

| ‘r,eam‘” . 6. dy > Ik dﬁ_‘

| B - 2 i

5 S = ; e

[Rse S T BT

P Bl F Bidyy Addagg - |
= ' o:;l‘ ] :?* ;fe»* 2 |_

§.‘:.$i.d£ﬁ-.& ﬁ.l.i}a? r’:.4- diu e r‘;$

| Bdy 10: digg My ¢

* The documents that are relevant to the query g are marked with star after the
document number. Ten relevant documents, five included in Top 15 .

Machine Learning 5-17 Design and Analysis of Machine Leaming Experiments

2. *.:384 7 dﬁ’i'? i ‘“jaé
o = Aot
4. dg 9. dgyay TR
B 10, dag * 15 dy @
L (P, R = (100 %, 10 %) — (P, R)g = (B0 %, B0 %) L (P R}y = (30 %, 50 %)
b (P, Ry = (56 %, 20 %) (P, Rlyg = (40 %, 40 5)

* Fig 5.4.1 shows the curve of precision versus recall. By taking various numbers of

the top returned documents (levels of recall), the evaluator can produce a
precisicn-recail curve,

4 *l/

—-—
fl
Lo

I,
i)

s T
Fig. 5.4.1 Precision versus recall curve
The precision versus recall curve is usually plotted based on 11 standard recall

level: 0 %,10 %,....,100 %.

In this example : The precisions for recall levels higher than 50 % drop to ©
because no relevant documents were retrieved. There was an interpolation for the
recall level 0 %.

Since the recall levels for each query might be distinct from the 11 standard recall
levels.

m F - Measure

* The F measure is a measure of a test's accuracy and is defined as the weighted

harmonic mean of the precision and recall of the test. The F - measure or F - score
is one of the most commonly used “single number" measures in Information
Retrieval, Natural Language Processing and Machine Learning,

F-measure comes from Information Retrieval (IR) where Recall is the frequency
with which relevant documents are retrieved or ‘recalled’ by a system, but it is
known elsewhere as Sensitivity or True Positive Rate (TPR).
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Precision is the frequency with which retrieved documents or predictions are
relevant or ‘correct, and is properly a form of Accuracy, also known as Positive
Predictive Value (PPV) or True Positive Accuracy (TPA). F is intended to combine
these into a single measure of search 'effectiveness’.

High precision and low accuracy is possible due to systematic bias. Ope of the
problems with Recall, Precision, F - measure and Accuracy as used in Information
Retrieval is that they are easily biased.

The F-measure balances the precision and recall. The result is a value between 0.0
for the worst F-measure and 1.0 for a perfect F - measure.

The formula for the standard F1 - score is the harmonic mean of the precision and

recall. A perfect model has an F-score of 1.
2 x Precision x Recall

Precision + Recall

F - Measure

Review Questions

1. Define following terms with suitable example :

;om wm N

i) Confusion matrix ii) False positive rate i1i) True positive rate.

What is a contingency table/matrix ? What is the use of it 7

Explain true positive, true negative false positives, false negatives and class ratio.
What is a contingency table 7 What does it represent 7

What is multzple Imear regressmn ? Hmb wih it be different from simple linear regression ? . -

m Multiclass Classification

Multiclass classification is a machine learning classification task that consists of
more than two classes, or outputs. For example, using a model to identify animal
types in images from an encyclopedia is a multiclass classification example
because there are many different animal classifications that each image can be
classified as. Multiclass classification also requires that a sample only have one
class. ,

Each training point belongs to one of N different classes. The goal is to construct a
function which, given a new data point, will correctly predict the class to which

the new point belongs.
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» There are many scenarios in which there are multiple categories to which points

belong, but a given point can belong to multiple categories. In its most basic form,
this problem decomposes trivially into a set of unlinked binary problems, which
can be solved naturaily using techniques for binary classification.

Common model for classification is the Support Vector Machine (SVM). An SVM
works by projecting the data into a higher dimensional space and separating it
into different classes by using a single (or set of) hyperplanes. A single SVM does
binary classification and can differentiate Dbetween two classes. In order to
differentiate between K classes, one can use (K - 1) SVMs. Each one would predici
membership in one of the K classes.

RN Weighted Average

Mean Average Precision (MAP) is also called average precision at seen relevant

- documents. It determine precision at each point when a new relevant document

gets retrieved. Average of the precision value obtained for the top k documents,
each time a relevant doc is retrieved.

Avoids interpolation, use of fixed recall levels. MAP for query collection is

arithmetic averaging. Average precision - recall curves are normally used to

compare the performance of distinct IR algorithms.

Use P = 0 for each relevant document that was not retrieved. Determine average
for each query, then average over queries :

1 N1 3
].':1 =1
where  Q; = Number of relevant document for query i

N = Number of queries

P(doc;) = Precision at i relevant document

Precision - recall appropriateness :

Precision and recall have been extensively used to evaluate the retrieval
performance of IR algorithms. However, a more careful reflection reveals problems

- with these two measures :

First, the proper estimation of maximum recall for a query requires detailed

- knowledge of all the documents in the collection.

Second, in many situations the use of a single measure could be more appropriate.

Third, recall and precision measure the effectiveness over a set of queries
processed in batch mode. '
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e Fourth, for systems which require a weak orderihg though, recall and precision
might be inadequate.

Single value summaries ;

# Average precision - recall curves constitute standard evaluation metrics for
information retrieval systems. However, there are situations in which we would
like to evaluate retrieval performance over individual queries. The reasons are two
fold : .

1. First, averaging precision over many queries mlgnt disguise important
anomalies in the retrieval algorithms under study,

2. Second, we might be interested in investigating whether a algorithm
outperforms the other for each query.
e In these situations, a single precision value can be used.

EXF3 multiclass Classification Techniques

* Each training point belongs to one of N different classes. The goal is to consiruct a
function which, given a new data point, will correctl y predict the class to which

the new point belongs. The multi-class classification problem refers to assigning

each of the observations into one of k classes.

* A common way to combine pair wise comparisons is by voting. If constructs a
rule for discriminating between every pair of classes and then selecting the class
with the most winning two-class decisions. Though the voting procedure requires
just pair wise decisions, it only predicts a class iabel.

* Example of multi-label classification is as follows :

Machine Learning §-~21 Design and Analysis of Machine Learning Experiments

. Is it eatable 7

. Is it sweet ?

. Is it a fruit ?

. Is it a banana ?

W ) R A

1. Is it a banana ?

2, Is it an apple ?

3. Is it an orange ?
4. Is it a pineapple ?

Exclusive/Mult-class

1. Is it a banana ?
2. Is it yellow 7
3. Is it sweet ?

4, Is it round ?
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e Fig. 5.5.1 and 5.5.2 shows birary and multiclass classification.

' ] [
A,
X AA X
X o XX Xy X
OOO X 0O
O/a
X, ) X,

Fig. 5.5.1 Binary classification Fig. 5.5.2 Multiclass ciassification

o Multiclass classification through binary classification :

1. One Vs All (OVA) : .

* For each class build a classifier for that cla:;s vs the rest. Build N different binary
classifiers.

e - For this approach, we require N = K binary classifiers, where the k' classifier is
trained with positive examples belonging to class k and negative examples
belonging to the other K - 1 classes.

* When testing an unknown example, the classifier producing the maximum output
is considered the winner, and this class label is assigned to that example.

s It is simple and provides performance that is comparable to other more
complicated approaches when the binary classifier is tuned well.

2. All-vs-All {AVA) :
¢ For each class build a classifier for those class vs the rest. Build N (N - 1)
classifiers, one classifier to distinguish each pair of classes i and i.
* A binary classifier is built to discriminate between each pair of classes, while
discarding the rest of the classes.
¢ When testing a new example, a voting is performed among the classifiers and the
class with the maximum number of votes wins.

3. Calibration
¢ The decision function f of a classifier is said to be calibrated or well- cahbrated it P
{x is correctly classified | f(x) = 5) = s
* Informally f is a good estimate of the probability of classifying correctly a new
“datapoint x which would have output value x. Intuitively if the "raw” ouiput of a
classifier is g you can calibrate it by estimating the probability of x being well
classified given that g(x)=y for all y values possible.

TECHNICAL PUBLJ'CATIONS® - an up-thrust for knowledge




Machine Learning 5-22 Design and Analysis of Machine Learning Experiments

4. Error-Correcting Output-Coding (ECOC)
* Error correcting code approaches try to combine binary classifiers in a way that
lets you exploit de-correlations and correct errors.
* This approach works by training N binary classifiers to distinguish between the K
different classes. Each class is given a codeword of length N according to a binary
mnatrix M . Each row of M corresponds to a certain class.

» The following table shows an exaﬁ\ple for K = 5 classes and N = 7 bit code words.

¢ Each class is given a row of the matrix. Fach column is used to train a distinct
binary classifier. When testing an unseen example, the output codeword from the
N classifiers is compared to the given K code words, and the one with the

minimum hamming distance is considered the class label for that example.
s 1 I S | " .
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Solution :

Classifier accuracy = ————— = - = (.75

Caiculate per-class precision and recall :

: _ 15 15
First class = LY 0.63 and 20 = .75
15 15
Second class = 20 = 0.75 and " O.SO
45 45

Third class

It
]
<
e}

5
jo R
I
]
o

Example 5.5

Solution : Accuracy is the percent of correct classifications. Error rate is the percent of
incorrect classifications. Classification accuracy is a misieading measure of performance
when the data are not perfectly balanced. This is because a classifier may take advantage
of an imbalanced dataset and trivially achieve a classification accuracy equal to the

fraction of the majority class.

1. Explain construction of multi-class classifier,
1) One Vs all approach i) One Vs one approach
iit) Error correcting output codes approach.

2. Explain any two approaches to construct multiclass classifier,
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m t - Test

When a small sample (size < 30) is considered, the tests are inapplicable because

- the assumptions we made for large sample tests, do not hold good for small

samples.

In case of small samples it is not possible ta assume,
i) That the random sampling distribution of a statistics normal

iiy The sample values are sufficiently close to population values to calculate the
S.E. of estimate. _

Thus an entirely new approach is required to deal with problems of small

samples. But one should note that the methods and theory of smali samples are

applicable to large samples but its converse is not true

- When sample sizes are small, as is often the case in practice, the Central Limit

Theorem does not apply. One must then impose stricter assumptions on the
population to give statistical validity to the test procedure. One common
assumption is that the population from which the sample is taken has a normal
probability distribution to begin with.

Degree of freedom (df) : By degree of freedom we mean the number of classes to
which the value can be assigned arbitrarily or at will without voicing the
restrictions or limitations placed.

For example, we are asked to choose any 4 numbers whose total is 50. Clearly we
are at freedom to choose any 3 numbers say 10, 23, 7 but the fourth number, 10 is
fixed since the total is 50 [50 — (10 + 23 + 7) = 10]. Thus we are given a restriction,
hence the freedom of selection of number is 4 ~ 1= 3,

The degree of freedom (df) is denoted by v{nu) or df and it is given by v=n - k,
where n = number of classes and k = number of independent constrains.

RN t - Test for Single Mean

When the sample values come from a normal distribution, the exact distsibution of
"t" was worked out by W. S. Gossett. He called it a t - distribution.

Unfortunately, there is not one t - distribution. There are different t - distributions
for each different value of n. If n = 7 there is a certain t - distribution but if n = 13
the t - distribution is a lttle different. We say that the variable t has a
t - distribution with n-1 degrees of freedom.

Suppose a simple random sample of size n is drawn from a population. If the

population from which the sample is taken follows a normal distribution, the
distribution of the random variable,
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X—H

s/+n

follows Student's t - Distribution with n —~ 1 degrees of freedom.

¢ The sample mean is X and the sample standard deviation is s.

¢ The degrees of freedom are the number of free choices left after a sample statistic

such as is calculated. When you use a t - distribution to estimate a population
mean, the degrees of freedom are equal to one less than the sample size.

df = n-1

Assumptions :

1. Population is normal although this assumption can be relaxed if sample size is
"large".

2. Random sample was drawn from the population of interest,

¢ Based on the comparison of calculated 't' value with the theoretical 't' value from

the table, we conciude :

Shape of student's t - distribution

-4 -2 0

ho
1oy

Fig. 5.6.1

Properties of Students t - Distribution

. The t - distribution is different for different degrees of freedom.
. The t - distribution is centered at 0 and symmetric about 0.

. The total area under the curve is 1. The area to the left of 0 is 1/2 and the area to

the right of 0 is 1/2.

. As the magnitude of t increases the graph approaches but never equals 0.

5. The area in the tails of the t - distribution is larger than the area in the tails of the

normal distribution.

. The shape of the t-distribution is dependent on the sample size n.

TECHNICAL PUBLICA T!ONS® - an up-thrust for knowledge



Machine Learning 5-26

Design and Analysis of Machine Leaming Experiments

8,
7.
8,
2]

As sample size n increases, the distribution becomes approximately normal.
The standard deviation is greater than 1.
The mean, median, and mode of the t-distribution are equal to zero.

The area in the tails of the t - distribution is a little greater than the area in the
tails of the standard normal distribution, because we are using s as an estimate of
o, thereby introducing further variability.

10. As the sample size n increases the density of the curve of ¢ get closer to the

standard normal density curve. This result occurs because as the sample size n
increases, the values of s get closer to g, by the law of large numbers.

T - critical values

Critical values for various degrees of freedom for the t - distribufion are
(compared to the normal)
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EXEY t - Test for Correlation Coefficients

L]

The correlation coefficient, p (rho), is a popular statistic for describing the strength
of the relationship between two variables.

The correlation coefficient is the slope of the regression line between two variables
when both variables have been standardized by subtracting their means and
dividing by their standard deviations. The correlation ranges between plus and
minus one.

When p is used as a descriptive sta:tistic, no special distributional assumptions
need tc be made about the variables (Y and X} from which it is calculated.
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When hypothesis tests are made, you assume that the observations are
independent and that the variables are distributed according- to the
bivariate-normal density function.

However, as with the t-test, tests based on the correlation coefficient are robust to
moderate departures from this normality assumption.

The population correlation ? is estimated by the sample correlation coefficient r.
Note we use the symbol R on the screens and printouts to represent the
population correlation.

t - test for correlation coefficients formul

k ECA T
i n=2
| l = r r.“? 4 4
Fam Al | S el

With degress of freedom equal to n - 2,

1.

& T o W o

The steps to be followed for the t - test for correlation coefficient is listed below :

State the null hypothesis and alternative hypothesis.
H@ =p= 0
H =p=0

Here p is the population correlation coefficient.

- State the significance level.
. Find the test statistic of correlation coefficient with the above-defined formula.

- To make a decision, use the critical value approach or the p - value approach

. Finally, state the conclusion.

The above test is conducted with the supposition that the association is linear
between the variables and originate from a normal distribution that is bivariate,

The t-test is always used for population correlation coefficient of zero. So, in order
to test the population correlation coefficient other than zero, z-test for correlation
coefficient is used to test the significance of the correlation coefficient.

_ McNemar's Test

The McNemar test is a non-parametric test for paired nominal data. It is used for
finding a change in proportion for the paired data. It compare the performance of
two classifiers on N items from a single test set.

McNemar's test is used to compare the performance of two classifiers on the same

test set. This test works if there are a large number of items on which A and B

make different predictions.
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McNemar's test is applied to 2 x 2 contingency tables with matched pairs of
subjects to determine whether the row and column marginal frequencies are equal.

The three main assumptions for the test are :
1. We must have one nominal variable with two categories and one independent
variable with two connected groups.

2. The two groups in the dependent variable must be mutually exclusive.

3. Sample must be a random sample.

- [EX} K - fold CV Paired t Test

We use k - fold cross-validation to get X training/validation set pairs. To train the
two classification algorithms on the training sets T;; where i = 1; ...; K and test on
the validation sets V.

The error percentages of the classifiers on the validation sets are recorded as p}
and p?.

It the two classification algorithms have the same error rate, then we expect them
to have the same mean, or equivalently, that the difference of their means is 0.

The difference in error rates on fold i is p; = pi - p?. This is a paired test; that is,
for each i, both algorithms see the same training and validation sets.

When this is done K times, we have a distribution of p; containing K points.
Given that p} and p? are both (approximately) normal, their difference p; is alse
normal. The null hypothesis is that this distribution has 0 mean

Hog:p=0vs. Hy :p=0)

We define :

N : K 2
ztﬂlpf 52 A ;t=1(pi _m)
K g K-1
Under the null hypothesis that p = 0, we have a statistic that is t-distributed with
K -1 degrees of freedom :
Jk(m-0)  Jk(m)

g = - b1
Thus the K - fold cv paired t - test rejects the hypothesis that two classification
algorithms have the same error rafe at significance level a if this value is outside
the interval {wt%’ 1! t%,K-—l:l'
If we want to test whether the first algorithm has less error than the second, we
need a one-sided hypothesis and use a one-tailed test

Hy : w2z0vs. Hy :nu<0

if the test rejects, out claim that the first one has significantly less error is
supported. '
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Q.2 - What is cross-validation ?

Ans. : Cross-validation is a technique for validating the model efficiency by training it
. on the subset of input data and testing on previously unseen subset of the input data.
. Q4 Explain McNemar's test.

. Ans. :

Q.5 What is K - fold cross-valldation ?

Ans. : K-fold cross-vaiidation approach divides the input dataset into K groups of
. samples of equal sizes. These samples are called folds. For each learning set, the
* prediction function uses k ~ 1 folds and the rest of the folds are used for the test set.

Q6  WhatisaT-test ?

. Ans. : The t - test compares the means (averages) of two populations to determine how
- different they are from each other. The fest generates a t-score and p-value, which
. quantify exactly how different each population is and the likelikood that this difference
| can be explained by chance or sampling error. :

e Advantage is that each test set is independent of others. But the training sets still
overlap. This overlap may prevent the test from obtaining a good estimate of the
amount of variation that would be observed if each training set were completely
independent of previous training sets.

e The variance in the t stafistic maybe sometimes underestimated, the means are
occasionally poorly estimated and this may result in large t values.

Two Marks Questions with Answers
Q.1 Define Bootsaapping.

- Ans. : Bootstrapping is a method of sample reuse that is much more general than
 cross-validation. The idea is to use the observed sample to estimate the population
distribution. Then samples can be drawn from the estimated population and the
. sampling distribution of any type of estimator can itself be estimated. :

Q.2 What is confusion matrix 7

. Ans. : The evaluation measures in classification problems are defined from a matrix i
- with the number of examples correctly and incorrectly classified for each class, named
. confusion matrix. '

¢ The McNemar test is a non-parametric test for paired nominal data. It is
used for finding a change in proportion for the paired data. It compare the
performance of two classifiers on N items from a single test set.

» McNemar's test is used to compare the performance of two classifiers on the
same test set. This test works if there are a large number of items on which
A and B make different predictions.
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Q7 st the applications of cross-validation.

" Ans, ; _

o This technique can be used to compare the performance of different E
predictive modeling methods.

e It has great scope in the medical research field. ;

e It can also be used for the meta-analysis, as it is already being used by the i

; data scientists in the field of medical statistics.

Q8 Explain merits and demerits of t-test.

. Ans. : Merits :
: 1. Easy to gather data.

2. Determine source data.

5 3. Essential for generalization.
- Demerits :
1. It may contains small amount of noise.
2. Tf the data collected violates the assumption of the t - test, then the output is
unreliable.

3. T-test cannot be used for muitiple comparisons

Qd
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Machine Learning
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Q.1
Q.2
Q.3
Q.4
Q.5
Q.6
Q.7
Q.8
Q.9

Q.10

Q.1

a)

b)

Maximom Marks : 100
Answer ALL Questions
PART A - (10 x 2 = 20 Marks)
What is decision tree ? [Refer Two Marks Q.7 Chapter - 1]
What is inductive learning 7 [Refer Tweo Mars Q.14 Chapter - 1}
Define supervised learning? [Refer Two Marks Q.16 Chapter - 2]
What is random forest? [Refer Two Marks Q.7 Chapter - 2]
lList the properties of k-Means algorithm. [Refer Two Marks Q.11 Chapter - 3]
Explain clustefing [Refer Two Marks Q.5 Chapter - 3]
Explain back propagation. {Refer Two Marks Q.4 Chapter - 4]
What is batch normalization? [Refer Two Marks Q..9 Chapter - 4]

Explain merits and demerits of t-test. [Refer Two Marks Q.8 Chapter - 5]

What is confusion matrix? [Refer Two Marks Q.2 Chapter - 5]

PART B - {5 x 13 = 65 Marks)

§)  What is supervised learning? Explain difference between supervised and

unsupervised learning. [Refer sections 1.3.1 and 1.3.3] i7]
W) Discuss eigen values and eigen vectors. [Refer section 1.1.4) [6]
OR

)  What is hypothesis spaces ? Discuss about population evolution and the
- schema theorem. {Refer section 1.7] {71

i) What s machine learning? Why machine learning is important ?
[Refer section 1.2] ‘ {6]
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Q.12 a)

b)

Q.13 a)

b}

Q.14 a)

b}

G.15 a)

b)

i)

if)

i)
if)

What is support vector machine? Explain key properties of SVM. Compare
SVM with neural network. [Refer section 2.4] {7]

What is random forest? Explain working of random forest.
[Refer section 2.6] ' {61
OR

Explain in detail logistic regression. [Refer section 2.2.2} [7}

What is regression? Explain difference between simple regression and multiple
regression. [Refer section 2.1] {6]

What is clustering? Discuss working of K-means clustering. Explain difference

between K-means and kNN [Refer sections 3.3 and 3.4.3]

i)

ii)

i)

f13]
OR

Write short note on Gaussian mixture models and expectation maximization.
{Refer section 3.5] {71

Explain concept of ensemble learning. Discuss the bagging and boosting.

[Refer section 3.2] is]

What is activation functions ? Explain in detail identity or linear activation
Junction and sigmoid. [Refer section 4.2] [7]

What is percept?o.*i? Explain single layer perceptron.[Refer section 4.1]  [6]
OR

Define Keras and TensctFlow. What is difference between Deep Network and
Shallow Network? [Refer section 4.6] {71

What is use of regqularization in. machine learning 7 Explain difference

between L1 and L2 regularization.[Refer section 4.11] _ [6]

Explain multiclass classification techniques. [Refer section 5.5.2] (7]

Write rshorf' note on precision and recail. [Refer section 5.4.2) | [6]
OR

Explain McNemér’s test. [Refer section 5.7] {7]
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ii} Discuss machine learning life cycle. [Refer section 5.1} (6}

PART C - (1 x 15 = 15 Marks)

Q.16 a) Discuss k-NN clustering algorithm? Why do we need k-NN? Lxplain working

b)

with example. [Refer section 3.4]

i)

{15]
OR '

2 9 : 4 il

Consider the following 3-class confusion matrix. Calculate precision and recall
. o

per class. Also calculate weighted average precision and recall for classifier

[Refer example 5.4.3] - (7}
[ Predicted
Acwal = 7 1 15 | 8
T2 | 3 . 45
W)y Find all eigen values for
]75 -2 6 —17{
03 -8 0|
= [Refer example 1.1.5]
A% ¢ 5 4 P
o ¢ 1 1 (8}
Qaa
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